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Abstract

This paper concerns the switching on of two-dimensional time-harmonic
scalar waves. We first review the switch-on problem for a point source in
free space, then proceed to analyse the analogous problem for the diffraction
of a plane wave by a half-line (the ‘Sommerfeld problem’), determining in
both cases the conditions under which the field is well-approximated by the
solution of the corresponding frequency domain problem. In both cases the
rate of convergence to the frequency domain solution is found to be depen-
dent on the strength of the singularity on the leading wavefront. In the case
of plane wave diffraction at grazing incidence the frequency domain solution
is immediately attained along the shadow boundary after the arrival of the
leading wavefront. The case of non-grazing incidence is also considered.
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1. Introduction

When a time-harmonic source is switched on, one might expect that as the
time since the source was switched on increases, the resulting time-dependent
wave field should gradually approach the solution of a corresponding fre-
quency domain problem, in which the source has ‘always been on’. The
existence of this limiting solution is often referred to as the Limiting Ampli-
tude principle, and it is well-known that this principle holds in the case of
scattering by smooth obstacles of fields due to smooth source distributions
(see e.g. [1, 2, 3]).

The case where the scatterer possesses boundary singularities has not been
studied in such detail, although in a recent publication [4] the Limiting Am-
plitude principle has been proved for the scattering of an incoming plane
wave by a wedge. However, the analysis in [4] did not extend to the calcula-
tion of the rate of convergence to the frequency domain solution, and this is
the problem we address in this paper, in the special case where the scatterer
is a half-line.

Assuming that the half-line scatterer is along y = 0, x > 0, the time-
dependent diffraction problem we consider is
0?P

W—cgv%b:o, 0<r<oo, 0<6<2m, (1)

where (r, ) are the usual polar coordinates, along with the rigid (Neumann)
boundary condition
0
00
and a suitable prescription of the ‘switched on’ incident plane wave. For ease

of presentation we initially restrict our attention to the simplest case, where
the wave is incident from the direction 6y = 0T, with

0, 0<r<oo, 6e{0,27}, (2)

O =H(r—0)G(t+x/co), t <0, (3)

before discussing the general case in section 3.3. Here, and in what follows,
H(-) represents the Heaviside unit step function. The source function G
governing the profile of the incident wave is assumed to take the form

G(t) = H(t)e ™", (4)



(a) t <0 (b)t>0

Figure 1: Wavefront configurations.

for some angular frequency w > 0. This choice of source function implies
that the incident wave reaches the diffracting edge at time ¢t = 0. A diagram
showing the resulting wavefront configurations can be found in Figure 1.

The wave function ® is complex-valued, with Re [®] and Im [®] representing
the responses to the incident waves with source functions H(t)coswt and
—H (t) sinwt, respectively. Note that, in contrast to [4], where the profile
of the incoming plane wave is assumed to be smooth, we consider here the
case where the incident wave is switched on ‘instantaneously’, with a jump
discontinuity across the leading wavefront, either in the incident field (as is
the case for Re[®]) or in its derivative in the direction of incidence (as is the
case for Im [®]).

For large time we shall show, with error bounds, that Re [®] and Im [®] are
well-approximated by the real and imaginary parts, respectively, of ®peq =
e~ ¢, where the ‘limiting amplitude’ ¢ is the solution of the corresponding
frequency domain problem (the classical ‘Sommerfeld problem’), comprising
the Helmholtz equation

(V*+ k) ¢=0, 0<r<oo, 0<6<2m, (5)
where k = w/cg, the boundary condition

09

@_0’ 0<r<oo, 6¢c{0,2r}, (6)



and the assumption that
6 — H(r — f)cts (7)
should satisfy an outgoing radiation condition for 6 # .

Before analysing this diffraction problem, we consider first the simpler prob-
lem of switching on a point source in two-dimensional free space. In this
case, the time-dependent problem is

0?P

e VA0 = §(x)G(t), x € R?, (8)
with G defined as in (4) and & = 0 for ¢ < 0. Again the function ® is
complex-valued, with Re[®] and Im [®] representing the responses to the
source functions H(t) coswt and —H (t) sin wt, respectively. The correspond-
ing frequency domain problem for the limiting amplitude ¢ comprises the
Helmholtz equation

1
(V2 + k%) ¢ = —50(x), x € R?, (9)
0
and an outgoing radiation condition at infinity.

Our approach to both problems follows the same pattern. We first express
the solution ® of the time-dependent problem as the convolution of the source
function G and the (known) solution ®; to the appropriate ‘impulse response’
problem, in which the source function is 6(¢). We then analyse the short time
behaviour of ® (i.e. immediately after the arrival of the leading wavefront),
which is governed by the short time behaviour of the source function G.
Finally, we consider the long time behaviour, defining

0D = Ppeq — P, (10)
and proceeding to determine the conditions under which?
Reld®
L Y (11)
|Prcq]
Im[6 D]
oy := — U, (12)
|Pireq]
ZNote that (11) and (12) represent convergence relative to |®geq| = |¢|, the local

amplitude of oscillation of Re [®freq] and Im [Ppeq]. Thus if (11) and (12) hold Re [®] and
Im [®] are well-approximated by Re[®freq] and Im[®@pq], respectively, in the sense that for
a given observation point, the graphs of the functions (as functions of ¢) look alike.
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and also the timescale over which the convergence occurs. In particular, we
find that for both problems the convergence is nonuniform with respect to
the point of observation, and that the rate of convergence is dependent on
the strength of the singularity on the leading wavefront.

2. Switching on a point source in two-dimensional free space

The solution ® of (8) for any source function G is given by the convolution
of G with the impulse response function ®s, i.e. the fundamental solution of
the wave equation,

H(t—1/co)
d; = .
2w\ /12 — (r/co)?
With G defined as in (4) this gives
H(t — t —iw(t—s)
g = Hlt=r/c) / ¢ ds, (14)

271—03 /co 52 — (T/Co)2

which can be conveniently rewritten as

3 i(s—

o= H(i) / o ds, (15)
27TCO 0 A /5(3 + 217)
in terms of the nondimensional variables £ = wt — kr = w(t — r/cy) and
n = kr = wr/cy, and a new dimensionless integration variable. Note that
¢ represents 27 times the number of periods of oscillation since the arrival
of the leading wavefront (which arrives at time ¢ = r/c¢), and 7 represents
27 times the number of wavelengths between the observation point and the
source.

2.1. Behaviour near the leading wavefront

The behaviour of ® near the leading wavefront is found by approximating
(15) in the limit as £ — 07. Since (15) can be written, for 0 < £ < 27§, as
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Figure 2: Switching on a time-harmonic point source in two-dimensional free space. Com-
parison of ® (solid curves), ®peq (dashed curves) and the wavefront approximations (17)
and (18) (dotted curves). Parameter values are w = 1, ¢g = 1, r = 1, so that the leading
wavefront arrives at ¢ = 1.

we see that
L HE) g
Re|[®] ﬁmgﬁf : =0, &<, (17)
Tm|[®] ~ —ﬁH(g)é””, £—0,§<n. (18)

3mcd/m

Note the difference in the strength of the singularity in Re [®] and Im [®] on
ORe[®]
o¢
an inverse square root singularity; Im [®] is continuously differentiable across

the leading wavefront: Re [®] is continuous across £ = 0, with posessing

¢ =0, with 82;??] posessing an inverse square root singularity.

2.2. Convergence to the frequency domain solution

The frequency domain solution in this case is

;L —iwt

_ e (1)

(Dfreq — 4—C(Q)H0 (77)7 (19)
where H{" (1) = Jo(n) + i¥s(n) is the zero-order Hankel function of the first
kind. Plots of ®, ®geq and the wavefront approximations (17) and (18) as
functions of ¢, with the other parameters fixed, can be found in Figure 2.
In the case considered in Figure 2 the leading wavefront arrives at ¢t = 1.
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For t close to 1, Re[®] and Im[®] are well-approximated by (17) and (18).
As time progresses (i.e. as & — o0), Re[®] and Im[®] gradually approach
Re[®Pheq] and Im[Pgeq], respectively. Interestingly, the convergence of Re[®]
appears to be faster than that of Im[®], and we will comment further on this
observation shortly.

There are various possible approaches to the study of the large time behaviour
of wave functions such as (15), for example, by using the Cagniard/de Hoop
representation in terms of the Laplace transformation (cf. [5]). Our approach
is to consider direct asymptotics as & — oo in (15), which will require different
expansions in different regions of physical space.

We begin by noting that, as one might expect from naively sending & — oo
in (15), the frequency domain solution (19) can be written as (cf. [6], 9.1.24)

1 oo ei(s_g)
Ppoqg = / ds. 20
q 27TC3 0 /S(S T 277) ( )
Hence
1 S ei(s_s)
0b = 5 / ds, &> 0, (21)
2mcy Je  \/s(s +2n)

and repeated integration by parts gives the asymptotic behaviour

i~ e (10 (a) e @

O I ) N

uniformly for all n > 0.

This implies that,

e for 7 = O (1) but bounded away from zero (e.g. for kr fixed),

n=0(z). Esoon=0(1), (24
5120(9, € o00n=0(1), (25)

since |Pgeq| = O (1) in this regime. Hence, as observed in Figure 2, the
convergence of Re [®] is indeed faster than that of Im [®].
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For n < 1 (i.e. for observation points close to the source) we have
(ct. 6], 9.1.12 and 9.1.13)

e—zwt

1T
Prreq ~ 5 (—log(n) + (log2 =) + — + O (1’| 10g77!)) , <1,
e 2

(26)
and combining (26) with (22) and (23) gives
op=0 ( ! ) £— <1 (27)
= 1 1 ]> 00, )
! €[ log | !
1

o =0 , — 00, n <K 1. 28
I (5 |log n\) ¢ ! 2%)

In fact, the assumption that n < 1 is enough to give convergence even
when ¢ is not large. For £ > 21 we may expand the integrand in (21)
to give

1 00 Li(s—¢)
5 = 2/ ¢ (1—ﬁ+...)ds, (29)
2meg Je s s
so that
o L [T, 30
“mal n<E (30

In particular, when £ = O (1), but bounded away from zero, (11) and
(12) hold with

1
_ - —0(1 1. 1
5R,5I—O(Hogm), § (1),n< (31)

When ¢ < 1 we have

00 i(s—)
Re{/5 65 ds]w—logf—i—O(l), E<1, (32

oo Li(s—§)
m{/ ¢ w]~§+0@w@w, f<t, ()
£

S



so that with n < £ < 1, (11) and (12) hold with

]
5R:0<|°g€|), n<E<L, (34)
| log 7|
1
5 =0 , <<l 35
: <|10g77|> (A (35)

For completeness we remark that with n < 1 the estimate (35) (and
hence (12)) holds even for £ = O (n), as can be shown by combining
the expansions (26) and (16).

For n > 1 (i.e. for observation points far from the source) we have

(ct. [6])

e—iEtm/4) [ ;
e 7
Pproq ~ ——5— —(1——+ ) n>1, 36

4 4¢3 ™ 8n (36)

and combining (36) with (22) and (23) gives

(53/2> 1<, £=0(), (37)
_O(ﬁ)’ 1<n, £€=0(n), (38)

and
6I:O<g), IRG/EEY (40)

We can summarise by saying that a receiver that is switched on many periods
after the passage of the leading wavefront will register the frequency domain
solution

e with algebraic error (24, 25) when the receiver is a few wavelengths
from the source;

e with slightly smaller error (27, 28) when the receiver is closer to the
source than a wavelength;



e with larger error (37, 38) or (39, 40) when the receiver is many wave-
lengths from the source.

We now analyse the diffraction problem using a similar approach.

3. Switching on a plane wave incident on a half-line

As in the point source case, the solution ® of the time-dependent problem (1)-
(3) is given by the convolution of the source function G with the appropriate
impulse response function ®s. In the diffraction case, ®5 is given by?

®5 = H(m— 0)5 (t +x/co) — sgn (7 — G)H(t ;7:/00) \/Fj(rl(:ff ils 0)’
RCY

which can be obtained, for example, by differentiating with respect to ¢ the
response to an incident step discontinuity (source function G(t) = H(t)),
given by (cf. [7], p. 123, or [8])

T r(1 4 cosf)
(42)

Dupep = H(m — 0)H(t + x/cy) — sgn (m — H)M arctan [ Cot—_T] :

With G defined as in (4) this gives
d = H(ﬂ' . H)H(t + l’/C ) —i(wt+kx)

— sgn (7 — T/CO ————=\/7r 1—1-0089/

Jeo V€08 — T (8 + - cos0)
(43)

710.)(1‘, s)

or

. e ei(s—¢)
B — H(r — 0)H(€™)e— €™ — sgn (m — 0) f / v Y s (44)

s+77

3In (41), and subsequently, the value of H(0) is assigned to be 1/2. The expression
(41) is then analytic in 0 < r < cot.
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in terms of the nondimensional variables £™¢ = wt + kxr = w(t + z/co),
E=wt—kr=w(t—r/cy) and n = kr(1+cosf) =wr/cy(l+cosfd). Note
that £¢ and ¢ represent 27 times the number of periods of oscillation that
have elapsed since the arrivals of the incident and diffracted wavefronts re-
spectively. For wt fixed, curves of constant £¢ and ¢ are parallel lines and
circles centered at the origin respectively. The variable 1 provides a measure
of how close the observation point is to the shadow boundary # = 7 of the
frequency domain problem. Curves of constant 7 are parabolae with focus at
the origin and axis along the shadow boundary (which corresponds to n = 0).
The limit n — oo represents the regime in which ray theory is valid for the
frequency domain problem.

3.1. Behaviour close to the leading wavefront

In the line-of-sight (LOS) region 6§ < 7 the leading wavefront is the incident
wavefront £1¢ = (0. Provided that r > ¢yt we have

Re[®] ~ H (™), £" — 0, (45)
Im[@] ~ _H<5inc) ginc’ ginc — 07 (46)

so that Re[®] undergoes a jump discontinuity across £ = 0 and Im[®] is

continuous across £1¢ = 0, with dggjﬁc undergoing a jump discontinuity.

In the non-line-of-sight (NLOS) region 6 > 7 the first term in (44) is not
present, and the leading wavefront is the diffracted wavefront £ = 0. Ex-
panding

\/_ £1—#25— )+ ...
b — / s (47)

we find that
(§] ~ H<£>\/ﬁ ‘ 1 S = H(g) arctan §
R[] ~ /O\/E(S+n>d_ & et \[n €50,
(48)
\/_ = H(€> — arctan §
= S B
(49)
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and provided that £ < n we can further expand to obtain

Re[®] ~ %gw

Im[®] ~ —zf—\(/gﬁ)@/z, =0, (51)

, §E—=0, 6K, (50)

Note that in both Re[®] and Im[®] the strength of the singularity on the
diffracted wavefront is weaker than that on the incident wavefront by half a
power of &, which is a general principle of edge diffraction (see [9] for further
discussion).

In the LOS region 0 < m, (50) and (51) imply that for £"¢ > 0

Re[®] ~ cos €™ — %gm, £—0,¢<, (52)
Im[®] ~ — sin &M 4 %53/2, £E—=0,Kn. (53)

3m\/n

Curves on which ¢ = £/n is constant have the equation

cot

1+ (C—il)cosé”

which describes a family of ellipses, whose axes all lie on the shadow boundary

0 = m. Their foci are at (0,0) and (—ﬁ, O), and they have eccentricity
¢

1 80 that each ellipse intersects the circle r = ¢ot at exactly one point,
namely r = cot, = w. The region of validity of the approximations (50)-(53)
can therefore be thought of as being a thin annular region 0 < £ < 1, minus
the interior of a thin ellipse ( < 1.

3.2. Convergence to the frequency domain solution

The solution of the frequency domain diffraction problem is (e.g. [10, p556])

e—i(wt+kx+7r/4) 0

\/7_T —V/2kr cos £

2

2

Dproq = e’ ds. (55)

12
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Figure 3: Diffraction of a switched on plane wave by a half-line. The half-line and the
incident and diffracted wavefronts have been highlighted. Parameter values are 6y = 0%,
tle,wzl, Cozl.

Typical plots of ® and ®geq for fixed ¢ can be found in Figure 3. Plots of @,
Ppeq and the wavefront approximations (50)-(53) as functions of ¢, with the
other parameters fixed, can be found in Figure 4.

In Figures 4(a)-(d) the receiver is located in the NLOS region 6 > 7, where
the leading wavefront is the diffracted wavefront, which in this case arrives
at t = 1. The local behaviour near this wavefront is governed by the ap-
proximations (50) and (51). In Figures 4(e)-(h) the receiver is located in the
LOS region # < m, where the leading wavefront is the incident wavefront,
which in this case arrives at ¢ = — cos . The local behaviour near this wave-
front is governed by the approximations (45) and (46). At time ¢t = 1 the
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(a) Re[®], 0 =7+ 1 (b) Im[®], 0 =7+ 1
e r)
(c) Re[®], § =7+ 0.1 (d) Im[®], # =7+ 0.1
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(g) Re[®], 0 =7 —1 (h) Im[®], 6 = 7 — 1

Figure 4: Comparison of ® (solid curves), ®soq (dashed curves) and the wavefront ap-
proximations (50)-(53) (dotted curves). Magnified versions of plots (c)-(f) can be found
in Figure 5. Parameter values are 6y = 07, fJ4: l,eo=1,r=1.
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(a) Re[®], § =7+ 0.1 (b) Im[®], # =7+ 0.1

(c) Re[®], 0 =7 — 0.1 (d) Im[®], # =7 —0.1

Figure 5: Magnified version of Figure 4(c)-(f).

diffracted wavefront arrives, and the local behaviour is governed by (52) and
(53). Magnified versions of Figures 4(c)-(f) showing this local behaviour can
be found in Figure 5.

As time progresses we observe that Re[®] and Im[®] gradually approach the
appropriate frequency domain solutions. As in the point source case, the
convergence of Re[®] appears to be faster than that of Im[®]. Also, the
convergence of both Re[®] and Im[®] appears to be faster for § = 7w £ 0.1
than for 8 = 7 + 1, an indication that the convergence is not uniform with
respect to §. This is confirmed by plotting |dr| and |d| as a function of
position, for fixed ¢, which we do in Figures 6(a) and 6(b).

We remark that the concentric rings observed in Figures 6(a) and 6(b) in the
region r > cot are due to the zeros of the diffracted component of ®g.q, and
do not represent regions of convergence to the frequency domain solution.
Indeed, from this point on we shall restrict our attention almost exclusively
to the behaviour of dg and 47 inside the diffracted region r < cyt.
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Figure 6: Logarithmic plots of |dr| and |d;] in the region behind the leading wavefront, for
parameter values t = 10, 6y = 07, w = 1, ¢o = 1. The magnified plots in (c) and (d) show
the behaviour near the point (—cot,0) = (—10,0). Near this point the contours of |dR]|
appear to be ellipsoidal, and the contours of |1 appear to be horizontal, as is predicted
by the asymptotic analysis for the regime n < £ <« 1.

As in the point source case, to allow analytical progress in studying dg and
J1 it is convenient to rewrite (55) in a form similar to (44). We begin by
decomposing ®geq into a sum of an incident field and a diffracted field, writing

o 1 ) jeine ( ) —i(Emetm/4) ey (56)
freq = H (M —0)e —sgn(m—0)———— e as,
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where n = kr(1 + cos0) as before. We then apply the identity

0 i(n+m/4) %) is
/ e ds = Ve ‘ ds, n >0, (57)
i 2\ o Vs(s+m)

to obtain the representation

. 0 i(s—¢)
_ seine 77 (&
Bpreq = H(m — )e €™ — —9£/ —————ds, (58
freq (7T )6 sgn (7'(' )27T 0 \/E(S 4 T]) S ( )
where we have used the fact that £ + 7 = £™°. Comparing (44) and (58),
we immediately note that for § = 7 (i.e. along the shadow boundary) and

t > 1r/cy we have
1 ;¢inc
P = Ppq = 56—25 , (59)

so that the frequency domain solution is immediately attained once the lead-
ing wavefront has arrived.

Away from 6 = 7, the frequency domain solution is only attained asymptot-
ically in time. With £ > 0 we have

\/ﬁ/oo ez(s_f)
so— Y1 [Ty 60
o Jo Vet " (00

where £+ denotes — sgn (m — 6), and repeated integration by parts gives

Re[6®] ~ i4£/(23é172)2 (1 +0 (é)) : §—o0, (61)
Im[6®] ~ iW% (1 +0 (é)) , £ o0, (62)

uniformly for all n > 0.
This implies that,

e for 7 = O (1) but bounded away from zero (e.g. kr and 6 fixed),
1
5R=O(@)a §—o0,n=0(1), (63)

51:0(#) € 500, n=0(1), (64)

since |Pgeq| = O (1) in this regime. Hence, as observed in Figure 4, the
convergence of Re [®] is indeed faster than that of Im [®].
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e For n < 1 (i.e. for observation points close to the shadow boundary)
the asymptotic behaviour of the Fresnel integral (e.g. [6]) gives

e~

o—im/4
b~ S5 (13 2 v+ OW) (63

and combining (65) with (61) and (62) gives

6R:O(£5—\/Z>, E— oo, nKl, (66)
5120(?@), £ oo n< 1. (67)

The contours of dgr and ¢ in this regime are, respectively, curves on

which 5)—/772 and @% are constant. See Figures 7(a) and 7(b) for an

illustration.

In fact, as in the point source case, the assumption that n < 1 is
enough to give convergence even when ¢ is not large. For & > n we can
expand

B \/ﬁ 00 ei(sfﬁ) n
e @—;+“>d& (68)
so that
\/ﬁ o 672(87&)
O ~ £ L n ds, n< & (69)

In particular, when £ = O (1), but bounded away from zero, (11) and
(12) hold with

Or,01 = O (1), E=0(1),n< 1. (70)

When £ < 1, integration by parts gives

00 ez(s—f) 2)
67"(375)

Im{/:owds}wx/%+0(\/g>, c<1, (72

18
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Or. E>1Ln<l) (0, &>1,n<])

(@) e=ya
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Figure 7: Tlustration of contours of dg, Jd; as predicted by asymptotic analysis. For
example, in (a) the plotted curve € = &% provides an illustration of a typical contour of

0Rr, valid in the regime £ > 1, n < 1. In each plot € = 0.2. Other parameter values are
p=0",t=10,w=1,¢cq = 1.

19



so that with n < £ < 1, (11) and (12) hold with

_o( Y1
5R—O<\/g), n< &K, (73)
or=0 (1), n<é<l. (74)

The contours of dg in this regime are curves on which &/7 is constant,
which, as we have already seen, are ellipses, whose axes all lie on the
shadow boundary # = 7. An illustration can be found in Figure 7(c).
The ellipsoidal shape of the contours is clearly visible in Figure 6(c),
which is a magnified version of Figure 6(a). The contours of d; are
the curves of constant 7, which are parabolae (as has already been
remarked) with axis # = 7 and focus at the origin. An illustration
can be found in Figure 7(d). Near to the point r = cot, § = 7 they
are approximately horizontal, as observed in Figure 6(d), which is a
magnified version of Figure 6(b).

For completeness we remark that with n < 1, the estimate (74) (and
hence (12)) holds even for £ = O (n), so that the horizontal contours
described above go all the way to & = 0, as can be verified by combining
the expansions (65) and (47).

For n > 1 (i.e. for observation points far from the shadow boundary)
the far-field behaviour (i.e. ray theory approximation) of the Fresnel
integral (e.g. [6]) gives

Dp ~ H(m — )€™ 1 (1 0 <1)> 1, (75)
freq ™~ ™ — e’ - = = + - , 1 > )

B 2\/m\/M "
so that

1 n>1,0<m,
|Ptreq| ~ 1 (76)

n>1,0>m.
NN
When 6 > 7 (the NLOS region) the estimates (61) and (62) then give

5R—O(§3—1/2>, l1<n £€=0(n), (77)
1
51:0(%)’ L<n £=00), (1)
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and

5R=0(§%), 1<y <E, (79)
51:0(5‘%)’ 1< n<E. (80)

The contours of dg and dy in the regime 1 < n < £ are, respectively,
curves on which 7 and Zj; are constant. See Figures 7(e) and 7(f)
for an illustration.

When 6 < 7 (the LOS region), however, (76) implies that we gain
an extra factor of 1/,/7 in (77)-(80), giving closer agreement with the
frequency domain solution than in the NLOS region. This asymmetry
about 6 = 7 is clearly visible in Figures 6(a) and 6(b).

In fact, in the LOS region the assumption that n > 1 allows us to prove
(11) and (12) even when £ is not large. With & = O (1), but bounded
away from zero, the same integrations by parts that lead to (61) and
(62) can be used to show that

Re[6®], Im[6®] = O (%) , n>1,¢6=0(1). (81)

Moreover, the same estimates (81) hold for n > 1, £ < 1, since by
splitting the integral we have

/oo ei(sfé) p 1 /1 ei(sf.f) < s ) p 0 61(8—5) y
—— aSs ~ — 1— - 4+ ... S+ / —— as
¢ Vs(s+n) nJe s n 1 V/s(s+n)

o)

where the estimate of the second term comes from applying the same
procedure that led to (81) with £ = 1. Thus in the LOS region 6 < ,
(76) gives

1
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Size of n Size of & Size of dr Size of d;
n<1 E=0(n) No convergence | O (\/ﬁ)
n<s=00)| 0(,/7) 0 ()

1| o) | o(#)

n=0(1) &> 1 0 () 0 ()
N> 1 1<£=0(n) 0(@%) O(%)

6 > x (NLOS) £ 0 (gl/) 0 (EL,)
vl | gm0 | o) | o)
<0 (LOS) |1<Ee=0(n) o(fgm) o(ﬁl@)
>0 o) Lol

Table 1: Summary of convergence results in the diffracted region r < cot (£ > 0).

e Finally, for completeness we remark that in the region 6 < 7, r > cot,
x > —cot (i.e. after the arrival of the incident wavefront but before the
arrival of the diffracted wavefront), we have

VU
o= 277/0 \/E(H??)d. (84)

If » > 1 then (81) (and hence (83)) holds, so that the frequency do-
main solution provides the leading order behaviour, even though the
diffracted wavefront has yet to arrive.

The results of this section are summarised in Table 1.

3.8. The case 6y # 0

In this section we briefly consider the general case in which the plane wave
is incident from an arbitrary angle 0 < 6y < 7. When 7/2 < 6y < 7, (3) is
replaced by

O = G(t+ (r/co)cos (0 — b)), t <0, (85)
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and when 0 < 6y < 7/2 a reflected wave is also present initially, so that

® =) H(m— (0 % 600))G(t + (r/co) cos (6 = b)), t <0, (86)
+

where ), indicates that the sum of the + and — terms should be taken.

In both cases the time-harmonic solution ®g., is the sum of two terms, each
associated with one of the two shadow boundaries # = 7 £ 6,. Each term
is of the form (58), but with 6 replaced by 6 + 6y, and &™°, 5 replaced by
£ = wt + krcos(0 = 6y), ne = kr(1+ cos(f £ 6y)), respectively. Similarly,
® is the sum of two terms of the form (44). Plots of ® and ®ge, for the
cases 0y = m/3 and 0y = 27/3 are presented in Figures 8(a)-(d) and 9(a)-(d),
respectively, and corresponding plots of the relative errors dg and d; can be
found in Figures 8(e)-(f) and 9(e)-(f).

Generalising the analysis of the previous section to the case 6y # 0 is straight-
forward, and we do not present the details here. There are, however, some
important qualitative differences in the way that the time-dependent solution
converges to the frequency domain solution, as compared to the case 6y = 0,
which we now remark upon.

First, we note that the frequency domain solution is not instantaneously
attained along either of the shadow boundaries § = 7 4 6. This is because
along either shadow boundary, although one of the two terms making up ®
converges instantaneously, the other does not. However, the convergence is
immediate along the line § = 7 (i.e. the continuation of the half-line into
x < 0). Indeed, once the incident wavefront has arrived we have

o = q)freq — e—iw(t—(r/co)c0360)7 0 — rot> T COs 00 . (87)
Co

Second, we remark on the ‘tongue-like’ features observed in the reflected

region 0 < 6 < | — 6| in the relative error plots in Figures 8(e)-(f) and

9(e)-(f) . These are due to the effect of interference between the incident and
reflected components of ®g.q. Along the lines

(n+1/2)7

= — =0,1,2,... 88

y k Sin 00 Y n Y ) ) Y ( )

the incident and reflected components of ®g.q cancel exactly, so that ®geq

comprises only a (small) diffracted component in the far field. In the vicinity
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of these lines, 0z and d; are therefore similar in magnitude to what they are
in the corresponding part of the NLOS region (i.e. at angle 2 — ). Away
from these lines, ®g.q = O (1), so that, as was found to be the case for 6y = 0
(see the remark after (77)-(80)), dg and d; are smaller in the LOS region than
in the corresponding part of the NLOS region.

4. Concluding remarks

In this paper we have considered two two-dimensional scalar wave propaga-
tion problems in which a time-harmonic wave is switched on instantaneously,
namely a point source in free space, and the diffraction of a plane wave by
a half-line, on which a rigid (Neumann) boundary condition is imposed. In
both cases, we have been able to show how the pulse-like behaviour on the
leading wavefront tends to the time-harmonic behaviour of the corresponding
frequency domain solution on a suitable timescale.

Interestingly, we have found that the manner in which the wave is switched on
is of great importance in determining the rate of convergence to the frequency
domain solution, with a stronger singularity on the leading wavefront giving
rise to faster convergence. In the case of diffraction by a half-line, the rate
of convergence has also been shown to depend strongly on the observation
point. In particular, at grazing incidence the frequency domain solution is
attained along the shadow boundary immediately after the arrival of the
leading wavefront.

Interesting areas for further work could be to study

(i) distributed sources, and in particular when the length scale associated
with the source, L say, is such that wL/cy > 1. In such a situation the
frequency domain solution could be approximated using ray theory.

(ii) three-dimensional problems. When a time-harmonic point source is
switched on in three dimensions, the frequency domain solution is at-
tained instantaneously behind the leading wavefront. Also, our analysis
of switched-on plane waves incident on a half-line in two dimensions can
be trivially generalised to three-dimensional incidence on a half-plane,
the diffracted wavefront now being conical. We might conjecture that it
is only in the presence of boundaries that are equivalent to a finite col-
lection of image sources that the frequency domain solution is attained
in finite time.
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