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“
The bias arises because the algorithm 
predicts health care costs rather than 
illness, but unequal access to care 
means that we spend less money 
caring for Black patients than for White 
patients.
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“Many of these race-adjusted algorithms guide 
decisions in ways that may direct more attention or 
resources to white patients than to members of 
racial and ethnic minorities.

Background - a snapshot of current recommendations



Motivation of this work

Gap: there is no way to quantify health inequalities

Why quantification?

like Precision/Recall/F1 for model accuracy

the quantification would enable debugging, 
evaluating and auditing potential biases in data, 
model developments and deployments



Method



The allocation-deterioration index

AI models =abstracted=> Resource Allocators

Allocation index is the 
score derived from “a 
resource allocator”

Deterioration index 
measures the 
deterioration status of 
patients (marker of 
prognosis)

Area under 
allocation-
deterioration 
curves



The deterioration index - formalisation

with a numeric measurement function

The deterioration index is

For a group of patients

The deterioration status is usually quantified as the degree to 
which the measured value is in excess of what is normal.

A threshold



The deterioration index - definition 1

Use Creatinine as m, two groups of patients: P1 and P2
P1: fpr=0.6 
P2: fpr=0.3

P1 is more deteriorated than P2 in terms of their kidney functions.



The deterioration index - definition 2

Use Creatinine as m, two groups of patients: P1 and P2
M of P1: {0.8, 0.78, 10}
M of P2: {0.8, 0.78, 1.36}

For fpr(M;1.35), then
P1: 0.3
P2: 0.3
However, P1 is clearly more deteriorated.

Implementation 1 does not quantify the 
level of exceeding the limit 



The deterioration index - implementation

Use kernel density estimation to estimate the 
probability density function (PDF) of Pr

Gaussian kernel



The deterioration index - boundary bias

a PDF estimated for maximum 
Creatinine readings (ranged from 0 to 
50) of a patient cohort from the MIMIC-III 
dataset

pulse-like PDFs for discrete random 
variables: # multimorbidities of a cohort 
of MIMIC-III patients

Gery Geenens. Probit transformation for kernel density estimation on the unit interval. Journal of the American 
Statistical Association, 109(505):346–358, 2014.
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The deterioration index - boundary adjustment algorithm



Inequality quantification definitions

Dataset

AI model



Results



Datasets and cohorts

HiRID:
a freely accessible critical care dataset 
containing de-identified data for >33,000 
ICU admissions to the Bern University 
Hospital, Switzerland, between 2008-2016

MIMIC-III: 
a freely available database containing de-
identified data for >40,000 ICU patients of 
the Beth Israel Deaconess Medical Centre, 
Boston, United States, between 2001-2012

M Faltys, M Zimmermann, X Lyu, M H user, S Hyland, G R atsch, and
TM Merz. Hirid, a high time-resolution icu dataset (version 1.1.1), 2021.

Alistair EW Johnson, Tom J Pollard, Lu Shen, H Lehman Li-Wei, Mengling
Feng, Mohammad Ghassemi, Benjamin Moody, Peter Szolovits, Leo 
Anthony Celi, and Roger G Mark. Mimic-iii, a freely accessible critical care
database. Scientific data, 3(1):1–9, 2016.

(1) Renal Autotransplantation: 
146 patients were identified using the ICD-9-CM 
Procedure Code 55.69. A control cohort (N=438) was 
then matched up using 1:3 ratio based on ethnicity, 
gender and age (+/- 3 years). The total cohort size is 
584;

Two case-control cohorts from MIMIC-III for two 
resource allocation scenarios for operations

(2) Operations on Kidney: 
584 patients were identified using the ICD-9-CM 
Procedure Code 55.xx, where ‘x’ means wildcard. A 
similar control matching method was used and 
identified 1,752 control patients. The total cohort size 
is 2,336.



Measurements & Deterioration Index Definition

Creatinine max value Readings with the first 24 hours of admission.
Creatinine measures kidney functions and normal
ranges chosen were: 
- 65.4 to 119.3 micromoles/L for women 
- 52.2 to 91.9 micromoles/L for men.

Creatinine min value

ALT min value
ALT measures liver functions and normal ranges 
chosen were:   
- 30 U/L for men 
- 19 U/L for women

The deterioration index used a probability on 20-step cut-offs.

Normalised number of 
multimorbidities



Inequality quantification evaluation

does the deterioration index work?

For ICU admission scenario:
- can it detect when there is no bias?
- does it quantify the inequality accurately?

Synthetic dataset generation from HiRID
(1) randomly select 10% data from HiRID and 
choose all male patients out of it; 
(2) randomly change the sex of 50% of the 
patients to female.

no bias datasets:
do it 10 times to get 10 
synthetic datasets

controlled bias datasets:
do it 10 times to get 10 synthetic datasets, but 
for each time, gradually change the female’s 
readings towards the healthier end
e.g., decrease max values, increase min values



Inequality quantification evaluation

- can it detect when there is no bias?

The p-value was generated for a T-test for the 
null hypothesis that the mean value was equal 
to 0, meaning NO inequality.

p-values are not significant in all cases: could 
not reject the null hypothesis - meaning the 
mean values are 0s in all cases.



Inequality quantification evaluation

- does it quantify the inequality accurately?

the Spearman rank-order correlation coefficients between the inequality quantities and 
the percentages of improvements are -0.989, -0.974 and -0.993 for Creatinine 
Max/Min and ALT Max respectively.



Dataset embedded inequalities

- ICU admission to HiRID: female vs male

experiment datasets:
- randomly select 10% of HiRID patients (n=3,390)
- do it 10 times => 10 datasets



Dataset embedded inequalities

- Operations on Kidney: non-White patients vs White patients

experiment dataset:
- Operations on Kidney - a cohort with 2,336 patients



Model induced inequalities

- Two kidney operations: non-White patients vs White patients

experiment datasets:
- Operations on Kidney - a cohort with 2,336 patients
- Renal Autotransplantation - a cohort of 584 patients

AI models

Performances (ROCAUC)

LR: 
0.795 (IQR:0.784-0.805) and
0.867 (IQR:0.843-0.891) for Operations 
on Kidney and Renal Autotransplantation, 
respectively

RF:
0.830 (0.816-0.844) and 
0.878 (0.853-0.904), respectively.



Model induced inequalities



Model induced inequalities



Summary

- we proposed a novel allocation-deterioration 
index framework for quantifying health 
inequalities

- it quantifies for both data embedded and AI 
induced inequalities

- experiments showed 
- it works (quantify zero or controlled 

inequalities correctly)
- health inequalities exist in both ICU 

datasets: female vs male; non-white vs 
white

- AI models induced inequalities, in most 
cases making them worse


