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1
00:01:32.050 --> 00:01:36.490
Gemma Moss: Hi, everybody! Welcome to this evening's panel discussion

2
00:01:36.600 --> 00:01:54.899
Gemma Moss: on more or less technology in the classroom. The value and purpose of technology use in the school. My name is Gemma Moss. I'm director of the Esrc. Education Research program, and I will be chairing this evening's event alongside Becky Taylor.

3
00:01:54.940 --> 00:02:05.209
Gemma Moss: This is the 6 in the What matters in Education Discussion Series, which we organize jointly with the Institute of Education pro Director

4
00:02:05.280 --> 00:02:25.040
Gemma Moss: Lynn for for Research, Professor Lin Ang. Unfortunately she can't make this evening's event, but we're going ahead, and Becky Taylor will be putting questions posted in Q&A to the panel later on. She is head of engagement and impact here at IOE.

5
00:02:25.220 --> 00:02:44.939
Gemma Moss: Just before we begin. Here are some housekeeping points. We are recording the session. This is so that we can create a summary of the discussion, and the recording will go on to the website afterwards. If you want to tweak during the debate, please use the hashtag. What matters IOE.

6
00:02:45.260 --> 00:02:51.040
Gemma Moss: Please use the Q. And a function if you would like to post a question for the panel.

7
00:02:51.464 --> 00:03:08.689
Gemma Moss: That will enable us to get the question to the right panel member. The chat is also open. And please use it to comment on what you have heard, but if you have a particular question, you would like the panel to consider, then please do you? QA.


8
00:03:09.417 --> 00:03:12.160
Gemma Moss: Our topic this evening is timely.

9
00:03:13.940 --> 00:03:25.829
Gemma Moss: Just before it disbanded ahead of the election, the Education Select Committee reported on the impacts on children's education and wellbeing of the amount of time they spend on screen.

10
00:03:26.030 --> 00:03:37.010
Gemma Moss: they advocated for stronger guidance and controls from the opposite point of view. Some are now advocating for the Government to embrace the possibilities of AI

11
00:03:37.160 --> 00:03:41.189
Gemma Moss: and the new Industrial revolution it might bring.

12
00:03:41.310 --> 00:04:08.649
Gemma Moss: So there are some key questions that education has to think about right now, and to help us with that task. We have brought together a great panel of speakers this evening, all with very different contributions to make to that debate, drawing on their knowledge and experience as researchers, policy makers, practitioners, and campaigners. They are Wayne Holmes, Associate professor in the Ucl. Knowledge lab

13
00:04:08.670 --> 00:04:16.430
Gemma Moss: Annie Mcivor, head of schools, technology policy at Dfe and part of the Digital Strategy team there.

14
00:04:17.149 --> 00:04:34.590
Gemma Moss: Nadia French, head of computer science in a secondary school in Southern England, and a board member for the National Association for Education Technology. And finally, Jen, person director of the Digital Rights Organization, defend digital me.

15
00:04:34.950 --> 00:04:50.300
Gemma Moss: Please note, Annie won't be able to answer political questions on current government policy or the previous Government's policy, but will be speaking to dfe data on technology use in schools. That's in her role as a civil servant.

16
00:04:50.420 --> 00:05:07.019
Gemma Moss: Finally, a note about the format for the session. Each panelist will be invited to speak in turn for about 5 min the panelists will then have the opportunity to discuss the points that they have made with each other.

17
00:05:07.170 --> 00:05:13.819
Gemma Moss: and this will be followed by an open discussion with the audience using the questions posted in Q. And A.

18
00:05:14.130 --> 00:05:15.710
Gemma Moss: So

19
00:05:16.010 --> 00:05:18.170
Gemma Moss: without further ado.

20
00:05:18.370 --> 00:05:26.340
Gemma Moss: let's start, Wayne. Let me invite you to begin our discussion this evening. You're speaking to the topic. Ed tech

21
00:05:26.370 --> 00:05:29.950
Gemma Moss: a solution looking for a problem over to you, Wayne.

22
00:05:30.450 --> 00:05:48.580
Wayne Holmes: And thanks. Gemma. I'm really pleased to be part of this conversation, because I think it is really important. You know, I've been involved in researching education technology for far too long. But I think we're still in a really challenging setup. And people are really not quite sure of what's going on.

23
00:05:48.700 --> 00:06:03.430
Wayne Holmes: And of course AI has started to make some interesting challenges of its own. And by AI, I don't just mean genitive AI that's come about in the past 20 months or so, but you know AI more generally.

24
00:06:03.983 --> 00:06:25.530
Wayne Holmes: So, as you mentioned, you know, I'm talking to the notion that Ed tech, and particularly AI enabled Ed Tech. They're frequently proposed as solutions to many educational problems. So I'm going to go quickly through some of the key problems and that we're told. Ed, tech can be a solution to the 1st one is teachers. Lack of time.

25
00:06:25.590 --> 00:06:41.609
Wayne Holmes: Now, this Ed tech solution goes back to BF skin in the 19 fifties with his teaching machine, which he claimed would save teacher time. And it didn't. And since then there's actually been very little evidence that any edtech has actually saved teacher time.

26
00:06:41.610 --> 00:06:58.440
Wayne Holmes: What it does often do is displace it. So, for example, with Gen. AI instead of writing lesson plans. Maybe now, teachers spend time writing multiple, generative AI prompts and rewriting its output. So it's not save the time it's displaced it.

27
00:06:58.910 --> 00:07:27.749
Wayne Holmes: The second problem we hear about all the time is the one size fits all education, the factory model of education. And again, this goes back to Skinner's teaching machine. He claimed his tool would personalize learning to get away from this factory model. But it's like, if we can have personalized recommendations on Netflix, surely we can do that in education. Now there is some AI that does provide individual pathways through the materials.

28
00:07:27.770 --> 00:07:35.859
Wayne Holmes: but actually they still take everyone to the same fixed learning outcomes as everyone else. So for me, that's a really weak understanding of personalization

29
00:07:35.890 --> 00:07:59.030
Wayne Holmes: and real personalization, helping each individual student to achieve their own potential, to self-actualize, to enhance their agency will know existing. Ed Tech does anything like that. And in any case, is personalization a good thing in the classroom because it ignores the importance of social interaction collaboration that are so important in educational spaces.

30
00:07:59.290 --> 00:08:04.560
Wayne Holmes: And the next problem that it's often said Ed. Tech solves is poor student outcomes.

31
00:08:04.730 --> 00:08:19.500
Wayne Holmes: But even the Oecd, which is one of the biggest advocates of Ed Tech. They've reported that from their peas results of more than a hundred countries, Ed Tech's impact on student performance is mixed at best.

32
00:08:19.740 --> 00:08:39.100
Wayne Holmes: and students show no appreciable improvements in reading mathematics or science in the countries that have invested heavily in Ed tech, technology is of little help in bridging the skills divided between advantaged and disadvantaged students. So remember, they're the conclusions of one of the leading Ed Tech advocates.

33
00:08:39.659 --> 00:08:44.650
Wayne Holmes: Another problem are the problems of accessibility and inclusiveness. This is going to be solved by air tech.

34
00:08:44.670 --> 00:08:59.350
Wayne Holmes: And it's true assistive dead tech, such as screen readers, voice recognition, text to speech, eye tracking that can be genuinely useful for students who do have disabilities, but not enough research is focused here, and

35
00:08:59.400 --> 00:09:12.959
Wayne Holmes: but on the other side. It tech actually can exacerbate the digital divide both within and between countries. Given that most students or many students don't have their own technologies, not all family homes, and even England.

36
00:09:12.990 --> 00:09:16.210
Wayne Holmes: Too many schools have poor Internet connections.

37
00:09:17.050 --> 00:09:28.790
Wayne Holmes: Another problem is the lack of teachers, and in many places around the world, despite the fact that Ed Tech and AI, a tech is nowhere near as good as teachers, it still propose a solution.

38
00:09:29.010 --> 00:09:40.110
Wayne Holmes: often in rural areas of developing countries. But the same places often have no Internet, no electricity, no, it support. And actually, all this does. Is it kicks the problem down the road

39
00:09:40.870 --> 00:09:51.579
Wayne Holmes: and all of a tech. Entrepreneurs say that teachers the most important part of the classroom, but then they all go on to say how their tech is actually better than a teacher in some certain way.

40
00:09:51.690 --> 00:10:01.249
Wayne Holmes: and a lot of people say, well, it's never going to take over from teachers. But actually, there's a school in Texas. That does exactly that. There are no teachers in that school. Just Ed Tech.

41
00:10:02.270 --> 00:10:08.669
Wayne Holmes: Another problem that's often raised is the need to familiarize students with the technology

42
00:10:08.760 --> 00:10:22.000
Wayne Holmes: as a necessary starting point for them to build their digital skills. But at the same time mobile phones, one of the most amazing it takes are being banned in schools, and few children have access to laptops.

43
00:10:22.580 --> 00:10:41.030
Wayne Holmes: Another problem is the need for experimentation. So because although Ed Tech has a long history. It's still a pretty primitive set of technologies. And while there might not be personal learning results. Now the advocates argue that with research, innovation, iteration, we will get effective technologies in the long term.

44
00:10:42.060 --> 00:10:47.859
Wayne Holmes: You know, if we do this properly, we're going to get a transformation of education. These are the words that used

45
00:10:48.180 --> 00:11:02.309
Wayne Holmes: another one is lack of data. We don't understand how learning is happening in schools. So we need to gather data. But also often this ends up being not about learning, but about the learning that's happening with the Ed tech. Because that's the data that's being collected.

46
00:11:03.990 --> 00:11:12.689
Wayne Holmes: Unesco's an Ed tech tragedy document that looked at how Ed Tech was used around the world in response to the pandemic school closure.

47
00:11:13.180 --> 00:11:37.110
Wayne Holmes: And they point out that the narrative is now changed. So whereas technology used to be about enhancing education. It's now about continuity through disruption. It's as the quotes in the report, a lifeline to learning, and must have a flexible and adaptive solution to crises and a shield or insurance policy against future disruptions.

48
00:11:37.430 --> 00:11:48.421
Wayne Holmes: So that's a quick tour of the many problems that Ed Tech is supposed to be solving. And hopefully, I've pointed out how very little of this stacks up. There are also some other challenges, and I'm sure some other. The

49
00:11:48.770 --> 00:11:59.989
Wayne Holmes: presenters today will talk about it. But they're things like disempowering teachers, undermining student agency, commercialisation by stealth, undermining education as a common good.

50
00:12:00.080 --> 00:12:18.809
Wayne Holmes: undermining child rights. Child human rights is the right to private thoughts and the right to not be commercially exploited. Surveillance, digital privacy. But perhaps, most importantly, the lack of evidence. So over the history of Ed Tech and AI. In education there have been thousands of small studies.

51
00:12:18.930 --> 00:12:28.049
Wayne Holmes: and some of those do actually show some student improvement, but they focus on particular. They focus on this concept of effectiveness with pre and post tests.

52
00:12:28.540 --> 00:12:31.719
Wayne Holmes: But actually there are very, very few

53
00:12:31.830 --> 00:12:35.689
Wayne Holmes: Ed tech independent studies at scale.

54
00:12:36.090 --> 00:12:41.939
Wayne Holmes: and I can identify no AI in education, independent studies at scale

55
00:12:42.150 --> 00:12:49.880
Wayne Holmes: for their effectiveness. And the problem is, we don't even have agreement of what we mean by effective or how we would measure it.

56
00:12:50.270 --> 00:12:57.969
Wayne Holmes: But perhaps, more importantly, it's not just about the effectiveness on the tool. Do they do better in the post after the pre-test.

57
00:12:58.040 --> 00:13:05.340
Wayne Holmes: We don't even have real evidence for the impact of Ed Tech or AI in education on children developing cognition.

58
00:13:05.510 --> 00:13:14.489
Wayne Holmes: on safety, such as mental health or on the broader classroom impact, such as relationships between student and student student and teachers.

59
00:13:14.590 --> 00:13:17.169
Wayne Holmes: That evidence we don't have at all.

60
00:13:17.890 --> 00:13:27.839
Wayne Holmes: So what do we need? And I'm going to conclude with 3 very quick points, what do we need? Well, the 1st thing I think we need is more evidence and more independent evidence.

61
00:13:27.860 --> 00:13:34.050
Wayne Holmes: But the only way we're going to do that is, with more funding. We need funding from government to do this kind of work

62
00:13:34.250 --> 00:13:39.880
Wayne Holmes: the Netherlands, which is a much smaller country than the UK. In terms of population at least

63
00:13:40.030 --> 00:13:42.820
Wayne Holmes: they've set up last year no light

64
00:13:42.920 --> 00:13:47.889
Wayne Holmes: which they funded by 30 million euros over 3 years

65
00:13:48.210 --> 00:13:54.589
Wayne Holmes: in England. We've got nothing like that. So not only do we not have the evidence. We're not even gathering it properly either.

66
00:13:55.310 --> 00:14:05.629
Wayne Holmes: The second point I think we need to do is we need teachers to be supported, to become genuinely, digitally. And now, critically, AI literate.

67
00:14:05.820 --> 00:14:18.180
Wayne Holmes: But critical literacy isn't just about how the AI or the Ed Tech works, but it should focus on the impact of these tools. The impact of AI on humans, on human rights, on social justice.

68
00:14:18.490 --> 00:14:26.609
Wayne Holmes: and it should enable teachers to critically evaluate the tools that they're being presented with on a day-by-day basis

69
00:14:26.800 --> 00:14:36.060
Wayne Holmes: to help them decide not just how to use them, but whether to use them, whether they are appropriate in their classrooms and their settings.

70
00:14:36.360 --> 00:14:41.390
Wayne Holmes: And the final thing that we need is legislation to protect learners and teachers

71
00:14:41.410 --> 00:14:46.179
Wayne Holmes: when they engage with their tech, especially AI enabled their tech.

72
00:14:46.210 --> 00:14:52.559
Wayne Holmes: And that's something we can talk about later some work that Jen and I are involved in at the Council of Europe.

73
00:14:52.986 --> 00:14:55.109
Wayne Holmes: But that's it for me. I'll I'll stop there.

74
00:14:57.240 --> 00:15:12.299
Gemma Moss: Thank you very much, Wayne. Well, I said, we were gonna have some challenging discussion, and it's nice to get some real provocations to start off the evening. We are going to turn next to Annie Mcivor, and speaking

75
00:15:12.440 --> 00:15:34.990
Gemma Moss: to the data that the Dfe is collected in terms of what teachers are actually doing so. Wayne has presented us a view of some of the difficulties that the education sector may be in in terms of getting to grips with new technology, Annie, over to you to share your screen.

76
00:15:35.090 --> 00:15:42.479
Gemma Moss: And hopefully we can start off on the next contribution. Off you go, Annie.

77
00:15:43.790 --> 00:15:44.976
Annie Maciver: Thanks, Gemma.

78
00:15:45.610 --> 00:16:08.820
Annie Maciver: And evening everyone. Today I'm going to give you a whistle. Stop tour with 6 slides, setting the landscape of tech use in schools and colleges. I really agree with lots of Wayne's points about some of the great challenges in this area, but what I'm hoping to set out is despite that that technology is in use. So what's that experience of teachers? And what's that experience of schools in the here and now?

79
00:16:09.020 --> 00:16:10.320
Annie Maciver: And so

80
00:16:10.650 --> 00:16:24.999
Annie Maciver: first, st I'll take an opportunity to familiarize a wider audience with some of the evidence that's collected and published by Dfe, and that's captured on the slides. All of the sources for what I'll talk about today. The 1st

81
00:16:25.000 --> 00:16:42.519
Annie Maciver: one I'll draw out is the technology in schools survey. This is a Biannual survey of it leads head teachers. We're every 2 years they're asked about what technology they're using. How are they using it? And what are the issues that they're encountering

82
00:16:42.720 --> 00:17:12.169
Annie Maciver: another one to draw out, then, is the call for evidence about genitive AI and education. Given the rapid pace of change in this space that was published at the Government response that was published at the end of last year, and then, just thirdly, to draw out 2 organizations. We work closely with the Education Endowment foundation who do evidence, collection and communication, including on technology and Gis, who work closely with the fair for education sector.

83
00:17:12.740 --> 00:17:13.810
Annie Maciver: I'm

84
00:17:15.180 --> 00:17:17.989
Annie Maciver: so 1st things first, st

85
00:17:18.770 --> 00:17:45.309
Annie Maciver: use of technology is not just a product and device. There are a number of things that have to be in place for technology to be used effectively and to coordinate the leadership, resources, training, and many other things that you need to have in place. Many schools need to have a plan, and most schools do support having a digital strategy in place

86
00:17:45.310 --> 00:17:59.300
Annie Maciver: or are developing one, and the numbers have increased in the last technology and schools survey compared to the one previously. Although primary schools tend to have a report not having a digital strategy compared to secondaries.

87
00:17:59.350 --> 00:18:25.149
Annie Maciver: and the department has set digital and tech standards to support schools and colleges to get their estate in good shape. There are 11 standards spanning connectivity through to cyber security, filtering and monitoring lots of the kind of key tech infrastructure that we're not probably going to talk about as much today, but is really important for ensuring technology is reliable and safe if it is being used in schools.

88
00:18:25.760 --> 00:18:39.950
Annie Maciver: This slide goes a little bit deeper. Then, on connectivity. If you think about your experience of technology, you'll probably think that the greatest friction comes when you're waiting for an Internet page to load, or it's not loading at all. Or if it goes down

89
00:18:39.950 --> 00:19:03.560
Annie Maciver: and you can see on the left the variance between primary and secondary schools. The 1st set of graphs is column of graphs is primary, and the second is secondary. The biggest variation here is broadband capacity, with only 54% of primaries reporting full fiber broadband compared with 93% of secondaries and gaps in meeting the minimum broadband speeds.

90
00:19:03.960 --> 00:19:27.309
Annie Maciver: The picture for Fe in colleges is very different, as all colleges have a fiber broadband connection, and there is a government funded capital upgrade program in place to provide all schools with a high-speed connection by 2025, working with the market, and then to invest in schools in specific local areas that fall below our Wi-fi standards.

91
00:19:28.400 --> 00:19:46.259
Annie Maciver: Then, okay, that's enough about the infrastructure. There's more in the technology and school survey. But how is it being used? So you can see on the top right that about half of schools, roughly, are using technology some or most of the time with a focus on using it for homework and collaborative working.

92
00:19:46.320 --> 00:19:51.720
Annie Maciver: The chart on the left is quite interesting in terms of the

93
00:19:51.720 --> 00:20:08.890
Annie Maciver: technology that's more likely to be used unsurprisingly is the one that is reported as fit for purpose, you're more likely to report something as fit for purpose if you're trained in it, and obviously with teachers having a very limited amount of time for training. There's a real decision for schools to make about

94
00:20:08.890 --> 00:20:29.629
Annie Maciver: how much tech they train their teachers in and how much tech they then use. It's really not worth using technology. If you're not going to train people effectively in how to use it. As Wayne said about this from an Fe perspective. We don't run the equipment questions here, although, just do run the teaching staff. Digital experience insights survey.

95
00:20:31.000 --> 00:20:41.809
Annie Maciver: And then well, how about the impact of all this. And I think, yeah, as Wayne said, this is, there is a really limited evidence base in this space.

96
00:20:41.880 --> 00:21:03.870
Annie Maciver: The technology is being used and can have the potential to improve learning when it comes to improving out attainment. The range of impact does hugely vary. And we look to the Ef's 2019 technology report as the latest that they kind of brought together in this space.

97
00:21:03.870 --> 00:21:27.089
Annie Maciver: They've also broken down the teaching and learning toolkit to draw out where digital interventions are more or less effective on average than other interventions. So some of the more positive areas being for technology and being metacognition and homework. And so I'd draw out adaptive learning platforms in that space where you get reminders of more questions on things you didn't understand

98
00:21:27.090 --> 00:21:45.419
Annie Maciver: at intervals that help you reinforce them, and they also draw out where interventions have the similar value or non-tech inventions are more effective and often cheaper. So, feedback and collaborative learning being, too there.

99
00:21:45.870 --> 00:21:46.840
Annie Maciver: I'm

100
00:21:46.980 --> 00:21:50.544
Annie Maciver: final slide. Then what about generative AI use?

101
00:21:51.220 --> 00:22:15.339
Annie Maciver: this is a really fast moving area. See, the stats are here. From last year we're waiting to publish our latest omnibus survey, which includes questions and usage. What we can see is from last year only a small number of teachers had used generative AI, and the most common usage was creating lessons or curriculum resources, whilst in November 2023,

102
00:22:15.340 --> 00:22:32.069
Annie Maciver: although it's a different survey. So all the caveats with that a lot more teachers in that survey had used generative AI. And, as Wayne said, a huge amount, more evidence is needed. The sector is really in an early adopter stage. So this is just on usage rather than anything on impact.

103
00:22:32.070 --> 00:22:49.440
Annie Maciver: I think that's it from me. I hope that's been a quick counter-through. And yeah, really emphasized. Yeah, there's lots more in the technology and school survey, as well as the call for evidence. And hopefully, we'll be able to continue to publish that on 2 yearly intervals, so we can see how the picture changes.

104
00:22:50.580 --> 00:23:06.340
Gemma Moss: Thanks very much, Annie. It's great to get a view of what's actually happening on the ground, because it does feel in this space as if there is quite a lot of hype. And then there's the reality. And it's nice to get a reminder of what the reality is in schools.

105
00:23:06.480 --> 00:23:34.030
Gemma Moss: At which point we're going to turn to Nadia. Nadia. I'm going to invite you to tell us your perspective on education, technology in schools, and who you think it's really for, and you're speaking both as a member of the naac board, but also as the head of computing science in the secondary school, so it'll be fascinating to get your perspective over to you, Nadia.

106
00:23:35.580 --> 00:23:47.300
Nadya French: Okay, thank you very much. Gemma. And good evening. Everyone. When I was asked to participate in in this discussion on the value and purposes of technology in school.

107
00:23:47.340 --> 00:23:54.909
Nadya French: my 1st thoughts, especially more as a teacher really, than a board member. This is really what I'd like to bring out this evening

108
00:23:54.910 --> 00:24:18.869
Nadya French: is about the benefits that Ed Tech can bring to classroom settings. So, for example, greater engagement from students giving students the ability to take ownership of their learning, and to make it more accessible, more interactive delivery of national curriculum, where students can have the opportunity to learn at their own pace. In theory, easier

109
00:24:18.870 --> 00:24:43.190
Nadya French: for teachers to be able to see class progression through the data produced by whichever application that they are using, easy to see where their classes are successful, and which topics need to be re taught easy to see feedback on homework, or to give feedback on tasks that they have submitted, and of course, especially since during the pandemic.

110
00:24:43.190 --> 00:24:53.709
Nadya French: the use of Vlas or learning platforms to help extend learning technology from school to home. But as Wayne has has touched on

111
00:24:54.116 --> 00:25:20.129
Nadya French: and also busy especially during the pandemic it was affected by the amount of access that families had to devices. Outside of within the home. Looking at digital inequity. But I'm gonna touch on that a little later on. This evening. But I did wonder. When thinking about tonight, about who Ed tech is really for is it parents, teachers.

112
00:25:20.290 --> 00:25:50.159
Nadya French: students, management? It may seem like a curious question. But the reason why I ask this is that Ed Tech doesn't always appear to me to take into account the needs of all these stakeholders. So I've got to start with parents. Parental engagement for me has been one of the most important, if not the most important, key to how successfully Edtech can be used to enhance learning. There has to be a strong homeschool partnership from the start

113
00:25:50.160 --> 00:26:02.730
Nadya French: that continues throughout the student's time. At school learning platforms are generally set up to also help parents to monitor what their child is studying when homework is set and what tasks are missing.

114
00:26:03.104 --> 00:26:26.709
Nadya French: But certainly for observation, for the system to work successfully requires parents to not just be fully informed when their child starts at school, but to be given informal training. So, for example, understanding from teacher perspective what the interface looks like when the parent logs in from home, what information can they see? Or perhaps not see

115
00:26:27.001 --> 00:26:49.720
Nadya French: what the parent does if the system does not work properly for them, or if they're concerned, that there's something that they're just, not that they're meant to be seeing that isn't happening for them. And also teachers have to know when they're setting the work, what the parents and their child will be seeing at the other end again. I know that may sound slightly curious, but what I found especially that what I think

116
00:26:49.920 --> 00:26:55.589
Nadya French: the students or the parents is seeing is not always the case.

117
00:26:55.590 --> 00:27:20.009
Nadya French: So sometimes the task doesn't always get completed as as well as I might have hoped, and there's always discussions, certainly from families about how to to access. The work. Correctly. So, for example, I've asked it to set me up with a sample student account, so to know exactly when I do set work for students. But it's going to appear in the way that I intended.

118
00:27:20.110 --> 00:27:23.499
Nadya French: but I've often wondered if educators or parents are involved.

119
00:27:23.530 --> 00:27:25.810
Nadya French: When a tech is being designed.

120
00:27:25.880 --> 00:27:27.899
Nadya French: it doesn't always feel that way.

121
00:27:28.350 --> 00:27:40.419
Nadya French: I, for one, feel that users interfaces, could be simplified, perhaps fewer clicks to achieve a particular tasks, perhaps more hints or animated help made available for users.

122
00:27:41.688 --> 00:27:51.569
Nadya French: One of my neighbors recently commented that she can't always tell when her daughter is on a device whether or not she's really studying, unless, of course, she asks her.

123
00:27:51.760 --> 00:28:02.040
Nadya French: She found it easier to judge if her daughter simply worked from a book and found that the the technology was a bit of a barrier here. And I have to say, I I do agree with that

124
00:28:02.050 --> 00:28:29.899
Nadya French: now, moving on to teachers. Most are well versed in the introduction of new technology over the years, and there's always the need in my experience to have a champion who can successfully deliver training to staff, which then cascades down again. I appreciate that this largely relies on staff turnover, and having, I would say, more than one person who can deliver this training also follow ups throughout the school year, perhaps in twilight to revisit what was initially taught.

125
00:28:29.900 --> 00:28:38.729
Nadya French: and also to have a good feedback system in between training sessions to address common areas, or perhaps Faqs. From staff.

126
00:28:38.730 --> 00:29:03.720
Nadya French: However, as Wayne alluded to at the start of this evening session, not everyone, perhaps, can welcome the introduction of Ed Tech, there can be a perception that it adds to existing workload, leaving them feeling slightly overwhelmed. Sometimes some teachers are concerned that the use of Ed tech is going to add to what they really have to think about within a million other different areas. And they're concerned about how long it's going to

127
00:29:03.720 --> 00:29:13.959
Nadya French: take for them to pick up the use of new technology. But having introduced the technology to schools, we still have to think, of course, about infrastructure and cost.

128
00:29:14.380 --> 00:29:37.929
Nadya French: As was alluded to earlier. Not all schools have the infrastructure necessary to deliver the opportunities presented by technology. Of course, cash scrap schools nowadays have to think about the cost implications to upgrading existing networks and devices, as well as employing suitably qualified staff to maintain them. The introduction of two-factor authentication has also emerged

129
00:29:37.930 --> 00:29:48.239
Nadya French: as a necessary feature for data privacy, but also a changing culture for staff to make sure they carry their phones with them at all times, which not everybody does.

130
00:29:48.320 --> 00:30:11.699
Nadya French: The last aspect. I think of. Ed. Tech, of course, is AI still very much in its early days, and is rapidly growing in its use in the educational sector. The definition of AI. According to a recent House of Lords Report, November 2023, is the practice of using technology to support teaching and the effective day-to-day management of educational institutions.

131
00:30:11.700 --> 00:30:21.850
Nadya French: As far as I see, the ultimate aim of AI is to enhance data management day to day, communication from senior leadership to staff, and to strengthen home school engagement.

132
00:30:21.980 --> 00:30:27.240
Nadya French: however wider concerns with AI, such as algorithmic bias, privacy.

133
00:30:27.240 --> 00:30:52.510
Nadya French: and cheating by some students remains any use, of course, and educational technology also relies on digital equity, which is an ongoing issue. Not everybody has an equal access to broadband connection or a suitable device. So in closing, educational technology should be for all its stakeholders, but in reality still faces some of the barriers. As I highlighted this evening. Thank you.

134
00:30:53.450 --> 00:31:17.999
Gemma Moss: Thank you very much, Nadia. It's great to get a perspective from the classroom and what the issues like look like from there. I do think the education sector as a whole learnt a lot during Covid, when schools were closed and schools had to turn to technology. And of course, that immediately highlighted the digital divide.

135
00:31:18.650 --> 00:31:41.939
Gemma Moss: students access technology under very different circumstances. And that that's it's good to get a reminder of that right? We're going to close with Jen. Jen, you're speaking to the topic, automating authority, redistributing rights, the effects of technology on people in the classroom. And I know you're particularly concerned with

136
00:31:41.960 --> 00:31:53.850
Gemma Moss: the data collection that happens around platform use. So over to you, Jen, to bring this panel discussion to its final contribution.

137
00:31:54.990 --> 00:32:24.799
Jen Persson: Thank you, Emma, and thank you to the other con contributors, to whom I will lend perhaps a lean on some of their points they made. So it's interesting, I think, that we we fall so naturally now into speaking about AI when we talk about Ed Tech. In fact, to some discussions they've almost become synonymous, which is speaks really to, I think, the sort of pervasive power of some of the big players in the technology world market sort of the sector around how technology is delivered into the hands of the public.

138
00:32:25.000 --> 00:32:41.939
Jen Persson: And one thing that we're talking about in terms of how authority is redistributed, I think, is really really important, because I would like for us to think when we think about the value and purposes of technology in the classroom is that we need to prioritize what are the value and purposes of education.

139
00:32:42.470 --> 00:33:06.140
Jen Persson: And I'm really excited at the moment about the prospect of a new government. Addressing this from a people perspective, I think we have spent a decade where we had a reasonably risk, averse approach to technology in education. Partly because of the personal preferences of some of the the ministers that were working in the school sector.

140
00:33:06.140 --> 00:33:22.830
Jen Persson: And partly because of the economic climate that was really sort of looking towards a minimal public infrastructure and looking at private or private public partnerships, and sort of really encouraged commercialization into the education sector.

141
00:33:22.830 --> 00:33:37.499
Jen Persson: but also partly because of how we restructured education and obviously noting it's devolved. I'm really speaking to England at the moment, thinking about how we restructured the whole school system, the whole sort of oversight of how education happens.

142
00:33:37.500 --> 00:33:55.019
Jen Persson: And I think one of the challenges that this now government faces is to think what is the purpose of technology, and how do we best use it in an education system where it is fragmented? And there are very different oversight mechanisms and reporting structures

143
00:33:55.020 --> 00:34:21.390
Jen Persson: in the education sector before we even start to look at what the statutory provisions are, or requirements are for the delivery of this, for example, the accountability system. And so, if we were to think what are the purposes and values of education, how might this conversation be different? Now we've done this thinking about this for a very long time. We've now at defend digital me, been focused in this sector for 10 years

144
00:34:21.560 --> 00:34:38.340
Jen Persson: and part of what we did for 5 years was really to map, to start with. What is the infrastructure looking like today in the education sector, the State education sector in England. And we did that by following the data.

145
00:34:38.610 --> 00:34:49.910
Jen Persson: So looking at technology, it's very hard to look at it without looking at the data which tends to flow through it, across it, out of it, and into various 3rd parties. As a result.

146
00:34:50.070 --> 00:35:13.940
Jen Persson: So we really looked at the mapping of the education sector from 3 perspectives, the statutory data collections and infrastructure, looking at things like national testing accountability system and those aspects of the school census. Then we looked at the Ed Tech sector as a separate question, and then looking at the sort of bridging into the higher education and university sector as well.

147
00:35:13.940 --> 00:35:20.799
Jen Persson: so we're really going to focus. I think right now on when we talk about technology use in the classroom of sort of schools sector.

148
00:35:20.800 --> 00:35:37.689
Jen Persson: And I think we need that sort of vision of what is the purpose of education to really underpin all of this conversation? Because if we remember that education is about children, not about technology. It's about people and not products. We start from a different perspective.

149
00:35:37.830 --> 00:35:48.859
Jen Persson: Now to date, the Dfe's approach to technology has been at least, the Ed tech policy of 2019 was about really looking at Ed Tech as an administrative tool.

150
00:35:48.860 --> 00:36:13.639
Jen Persson: How can it help teachers do sort of schools administration. And there's been a separate approach looking at Ed Tech as an export market, and obviously with our English language being exportable around the world, there are questions of how might that contribute to the economy? And that's a really important question right now. Still, for any government of any color, and we are politically neutral in our work, I hasten to say.

151
00:36:13.730 --> 00:36:36.259
Jen Persson: but if we look at it from the children's perspective, what we've done so far has really been to promote products. This, the emphasis so far on the Ed tech policy in England has been looking at things like accelerators hot housing certain products, looking at research Schools network. We've also got the adoption of the sort of ed tech network

152
00:36:36.620 --> 00:36:53.569
Jen Persson: and we've got various. It sort of spin offs of different things that were left behind from the infrastructure of beckter, for example, and looking at the grids for learning how they have supported schools through either. Teach training procurement or sort of negotiating contracts.

153
00:36:53.610 --> 00:37:22.039
Jen Persson: Now, all of these things will have a role to play in what we're doing now. But I think we have to put, 1st and foremost the values of the purposes of education. And remember, if we look at, for example, the convention on the rights of the child looking right back to 20 years ago, when the very 1st general comment was written about the the purposes of education and the aims of education, and they also drew out a line which was, children do not lose their human rights by virtue of passing through the school gates.

154
00:37:22.080 --> 00:37:32.620
Jen Persson: and I think this is something that we've lost sight of because it's really been challenging. When we have allowed through the school gates a vast number of 3rd parties

155
00:37:32.650 --> 00:37:46.309
Jen Persson: through the technology sector, most of whom you will never see, and you'll never have heard of. And why is that is because behind the big names, for example, Google. You will have thousands of affiliates

156
00:37:46.710 --> 00:37:56.270
Jen Persson: of companies somehow embedded in their networks of partnerships worldwide. And you'll never know who they are unless you do the due diligence.

157
00:37:56.440 --> 00:38:01.039
Jen Persson: That's something that schools really don't have the capacity to understand and to see.

158
00:38:01.620 --> 00:38:05.800
Jen Persson: So when we look at the value and purpose of education, we think of for whom

159
00:38:05.920 --> 00:38:09.389
Jen Persson: and we're looking at it from the individual, from the child's perspective.

160
00:38:09.610 --> 00:38:12.550
Jen Persson: and considering the rights of the child

161
00:38:12.600 --> 00:38:21.060
Jen Persson: and their their benefits, but also why it is that they're using technology at all. And is it to further the aims of their education?

162
00:38:21.470 --> 00:38:26.930
Jen Persson: I think it's really critical that we remember children in the classroom cannot get that time back.

163
00:38:27.020 --> 00:38:41.159
Jen Persson: So any technology they're using has to make sure that it is both evidenced that it's achieving better outcomes for them that it's not doing harm, and that we're thinking about it not only in terms of the time that they use it in the classroom, but beyond.

164
00:38:41.350 --> 00:38:49.660
Jen Persson: It's 1 of the biggest changes that technology has brought about is to effectively remove the boundaries between the classroom and the home.

165
00:38:50.130 --> 00:39:11.249
Jen Persson: Now it's something I think the Department will need to really grapple with looking at Ed. Tech policy going forwards, which is, where are those boundaries, and how should they be put back in some places because we're seeing, for example, the teachers really struggling with 24 7 demands from email from parents or from schools, expectations. When should they be available, when should they not be

166
00:39:11.470 --> 00:39:12.380
Jen Persson: so?

167
00:39:12.500 --> 00:39:17.449
Jen Persson: How the the things that are visible are understood is very, very hard.

168
00:39:17.828 --> 00:39:47.019
Jen Persson: I'll point to after after the session and share a couple of slides with a wheel that we mapped out after our mapping of the education data flows into across and out of the education system that looks at a day in the life of a child. Can you understand when they start the day with SMS messages about their administration? Can you understand or explain to a child how their data is used when they're looking at technology on crossing cameras or CCTV going into the school?

169
00:39:47.020 --> 00:40:03.520
Jen Persson: Then there's the Sims, the schools, information management systems registering data, and where that becomes the core, central information management system is now being distributed in ways that were unimaginable when paper files kept schools, records, and pupils confidentiality in the classroom.

170
00:40:03.700 --> 00:40:17.160
Jen Persson: and then thinking about things like web monitoring that you alluded to earlier in terms of policy platforms. Biometrics are now widely used taking information for mapping, using cashless payment systems.

171
00:40:17.410 --> 00:40:29.300
Jen Persson: And what we're not really thinking about yet is how these infrastructures that we're embedding commercial tools into the school system are unaccountable for the education

172
00:40:29.530 --> 00:40:41.760
Jen Persson: provision in the Uk. We saw in the pandemic how vital it is to create and to look after a equitable, accessible education infrastructure for everyone.

173
00:40:42.080 --> 00:41:05.759
Jen Persson: But we're not looking at the long term sustainability, the costs or the security of those systems when some of the schools would literally fall over because they wouldn't be able to carry out their safeguarding duties. If, for example, critical technologies like cashless catering systems or big platforms or notable safeguarding recording systems were not available.

174
00:41:06.170 --> 00:41:09.579
Gemma Moss: Then I'm going to. I'm gonna ask you to wind up.

175
00:41:09.890 --> 00:41:24.400
Jen Persson: Right sorry, right? I haven't got a clock on, so thank you. So so effectively. We will conclude by saying we need to consider who is benefiting, what are the costs, looking about it from the individual, the institution, and the State.

176
00:41:24.450 --> 00:41:33.770
Jen Persson: And we would wrap up with saying, We have 14 different areas. We would consider this an Ed tech policy going forward in our commitments that we set out before the general election.

177
00:41:34.080 --> 00:41:58.979
Gemma Moss: Thank you very much. Jen, okay, we're going to move into some cross discussion amongst the panel members, which I'm just gonna hopefully provoke. So if the panel members want to switch on their cameras and join in, that would be absolutely great. I'm gonna start by coming back to Nadia. Actually, Nadia, early on in your presentation you were talking about your experience

178
00:41:58.980 --> 00:42:21.899
Gemma Moss: of using Ed Tech positively in the classroom to enable children to work at their own pace to self direct where they go in terms of resources. Much more do you want to sort of bring us back to some hopeful uses of Ed Tech in the classroom, and and and how you might answer that question

179
00:42:21.900 --> 00:42:26.019
Gemma Moss: that Jen posed about who is who is the tech beneficial for.

180
00:42:27.420 --> 00:42:39.310
Nadya French: Okay, thank you very much for that. Well, I don't know if I'm allowed to give any brand names per se of of technology. That's I've used but one that comes to mind certainly is turing lab.

181
00:42:39.666 --> 00:43:02.500
Nadya French: when we teach computer science in schools, we have students of all different levels of ability to approach the subject. And I find sometimes that just teaching the usual text doesn't always doesn't always work. It helps to differentiate and to use interactive tools. But what's interesting with tools like cheering lab is, I can get to see straight away how students are doing

182
00:43:02.500 --> 00:43:28.359
Nadya French: the rates of progression that they have, and also using some of these sites for flipped learning as well, setting them a task within the classroom, asking them to go. Do some research or do a task outside of the lesson, and then to to come back to the classroom and discuss what they have learned. So from that perspective. I do find that technology really does help to extend students learning and to help give them make them feel. It was a little bit more control over what they're learning.

183
00:43:28.360 --> 00:43:33.690
Nadya French: how they are learning it, and also to bring in their own ideas as to what might work for them.

184
00:43:34.760 --> 00:43:43.060
Gemma Moss: Do you find amongst your students a difference in terms of accessibility at home? You were talking about sending tasks home, and that

185
00:43:43.100 --> 00:43:51.130
Gemma Moss: people don't always have the right tech to be able to look at the task in the appropriate way. How does your school deal with that.

186
00:43:51.610 --> 00:44:19.620
Nadya French: Absolutely. I mean, we do have to to set tasks online for students. But it means that we have to make time outside of the school day for students to come back where possible, because even then it is not always possible to do those tasks with us absolutely is a problem. Or students really don't have enough access at home. Then we have to set tasks on paper, but wherever possible we have to allow time outside of the school day for students to use our facilities.

187
00:44:19.620 --> 00:44:36.969
Nadya French: even if it's just for an hour to make sure that they they don't miss out. That's typically how we we get around it. But we do try and provide as much of equity of access as possible to make up for the fact that some students only have a mobile device in which to to view a website or or a learning platform.

188
00:44:38.150 --> 00:45:07.409
Gemma Moss: Thank you very much, Jen. I'm gonna take back to you a point that Nadia raised which was about parental engagement. Now, I'm thinking I was doing research during Covid and talking to teachers about their use of digital technology and also to parents. And some parents were very keen on the access. They got to school events, school assemblies, understanding more about what their children were doing because they got to see the work that was set.

189
00:45:07.440 --> 00:45:15.770
Gemma Moss: Is that a benefit that we should focus on more? Or is it? Is it part of the kind of risky territory that you see.

190
00:45:18.380 --> 00:45:45.389
Jen Persson: I I think it depends on the the area that it's being used for. So if you're looking at things like the back office school administrative tasks being taken out of schools and given to parents. I think it's a really interesting question of the workload that's now being taken from, you know, schools and effectively given to parents to manage the the parents. You know, cash is catering or topping up the the children's payment systems all online A, and who it's sort of disadvantages. So you're looking at

191
00:45:45.691 --> 00:45:59.269
Jen Persson: for example, one of the leading cashless systems, the way that schools work around it for parents that don't have access or choose not to have access and mustn't forget. It's always a choice to digital technologies, is they? They get issued a A,

192
00:45:59.370 --> 00:46:11.850
Jen Persson: you know code on on paper, and then they have to go to one of their local shops and effectively use the shops digital service in lieu of having it at home. So they're still using a cashless payment system. It's just doing it through shops.

193
00:46:11.850 --> 00:46:30.250
Jen Persson: and I think we've got no grasp of that sort of wider effect. So I think there is benefit in terms of oh, sometimes it's really convenient. I loved, for example, as a parent having online parent evenings. And I think for schools and staff, it's incredibly efficient and really, really effective for those whom

194
00:46:30.250 --> 00:46:47.210
Jen Persson: a parent evening is a reasonably straightforward task, and you only need a 5 min conversation with one or 2 points to raise. It doesn't rule out the other alternative which is bringing parents in face to face with the teacher where you need it. I think where it's different is when you've got a technology which is all or nothing.

195
00:46:47.210 --> 00:47:12.460
Jen Persson: And so you either use this technology or you don't. And I think that, for example, is really problematic. for example, you know, using behavioral tools which record plus and minus points for a child in the classroom, and means that the parents have no choice. If the school has enrolled the parents into that system, and you object to. You say, I don't want a particular product to have my email address and contact details as a parent. And somehow you're obliged to use it.

196
00:47:12.600 --> 00:47:31.419
Gemma Moss: You're underlining the the data security issues, if you like, and the privacy issues that come with some data uses Annie. If I come back to you. If you think about the survey data that you've collected, do you get a strong sense that teachers themselves see a benefit

197
00:47:31.420 --> 00:47:49.979
Gemma Moss: to technology use? Or are they kind of A bit more cautious? A bit more unconvinced? Wayne gave a very strong account at the start of the problems tech is meant to solve, and then said, But where's the evidence? Really? What? What do you get from the survey about teachers?

198
00:47:51.120 --> 00:48:08.609
Annie Maciver: So I think I can quote. I think it was on the slide that 83 of leaders thought that technology had or would contribute to pupil attainment. 64% of teachers and a caveat, you know, as researchers.

199
00:48:08.730 --> 00:48:25.670
Annie Maciver: you know, self-reported data is has its issues. You know, if you ask someone a question in a particular type of way. You might get a different answer on different days. But I don't. I do think that when we survey teachers. They're both on whether tech

200
00:48:25.680 --> 00:48:28.950
Annie Maciver: contributes to attainment and whether tech

201
00:48:29.050 --> 00:48:37.300
Annie Maciver: reduces their workload, you'll get a group who say, yes, I do think it does, or it hasn't yet, but it will

202
00:48:37.704 --> 00:48:45.325
Annie Maciver: and then you have a group who say No, it makes it worse, and I and I think I would always reflect. And I think that's building on Jen's point,

203
00:48:45.680 --> 00:49:09.350
Annie Maciver: and where Nadia was agreeing, we all have different reactions to technology. Some of us like it in our lives, and some of us like it less if you try and enforce it on everyone, you're going to really struggle with people who don't like it. And I don't think that's the same in teaching as it is elsewhere. And yeah, that can be really difficult when schools are trying to have a streamlined process and have limited resources. But yeah.

204
00:49:09.350 --> 00:49:22.900
Annie Maciver: do you think that you can check the technology and school surveys for the exact figures? But broadly, the teachers and survey and leaders surveyed in that do see positive impacts, although some certainly don't.

205
00:49:23.430 --> 00:49:46.759
Gemma Moss: Okay. One final question to Wayne, and then I'm gonna hand over to Becky for questions from the floor. Wayne, you were talking about Holland making a major investment in this area. I think the Dutch Government trying to work out what should happen with technology in in in school. Where would you want a similar investment to go in the Uk.

206
00:49:48.470 --> 00:49:50.240
Wayne Holmes: To the Ioe

207
00:49:51.950 --> 00:49:53.620
Wayne Holmes: think it's really important.

208
00:49:54.373 --> 00:49:55.126
Gemma Moss: Wait!

209
00:49:56.300 --> 00:50:10.749
Wayne Holmes: I mean the the the no lie thing in the Netherlands is has emerged from a university. So it's it's an institute within a university. So it has that independence. And I think, you know we we really need

210
00:50:11.170 --> 00:50:33.339
Wayne Holmes: that here. But to go further, you know the the No like group is very much about, how do we develop and and research the technologies? Whereas what I think we should be doing is is looking at. As I say, you know the human impacts of the technologies, and we need to go beyond. I mean, I completely appreciate the research that Annie mentions. But

211
00:50:33.340 --> 00:50:46.050
Wayne Holmes: it's what they think. Now we know that what people think and what the reality is often does not coincide. So we need research into the actual outputs, the actual outcome. So what happens?

212
00:50:46.443 --> 00:50:55.789
Wayne Holmes: In the classroom setting when a technology is happening? And and you know, Nadia's comments, I think, have been really really helpful, particularly because you.

213
00:50:55.850 --> 00:51:00.080
Wayne Holmes: you know, saying, well, there are some times it is useful, and other times when it's not useful.

214
00:51:00.140 --> 00:51:20.439
Wayne Holmes: But and with respect to Nadia, and she's a computer science teacher, a lovely computer science teacher, I've no doubt. But what about English lessons, art lessons, geography lessons. You know, the subjects that don't naturally lend themselves to computer technologies. And yet these technologies are being used in those settings as well.

215
00:51:21.080 --> 00:51:31.429
Gemma Moss: That's a very interesting point. I'm I'm gonna invite Becky to Field. Some of the questions that have come in from the audience to the panel, Becky, over to you.

216
00:51:32.260 --> 00:52:00.539
Becky Taylor: Thanks, Gemma, and I thought I would kick off actually with a question which leads on really nicely from that point that Wayne was just making so Sarah has asked in the QA. About whether the national curriculum and the inspection framework have got enough references to technology to support innovative digital practices in schools, including critical media and AI literacy. So Wayne, do you wanna start us off on that one? And then maybe we'll hear from Nadia and Jen.

217
00:52:00.770 --> 00:52:04.619
Wayne Holmes: Yeah. And I I can't answer the direct question about the the

218
00:52:05.610 --> 00:52:24.639
Wayne Holmes: how it fits into the policy, because that's not what I'm I'm very, very familiar with. But what I will take the opportunity is to reinforce again. How important I think it is as one of the strategies, not the only strategy. The only thing we can do but a key strategy is to give that support to teachers

219
00:52:24.650 --> 00:52:46.199
Wayne Holmes: and the time and the resources they need, so they become not just AI and Ed tech literate, but critical AI literate, so that they are capable and have the support and the background to be able to look at these technologies, understand their broader impacts, their broader uses, their broader implications as well as

220
00:52:46.200 --> 00:53:05.630
Wayne Holmes: do they? Are they effective in the classroom because it's not just, you know, putting a tool in a classroom. It doesn't stop in terms of whether the tool, whether the students learn something. It's a host of other things that the tools bring with them, that we rarely feature in the research.

221
00:53:07.430 --> 00:53:09.684
Becky Taylor: Thanks, Wayne. Jen, do you want to come in and

222
00:53:09.920 --> 00:53:18.820
Becky Taylor: and and let us know what you think about this particular question about whether there's enough space in the curriculum for that critical media and AI literacy.

223
00:53:20.270 --> 00:53:47.080
Jen Persson: 1st of all, I think it would depend on what age group. So we have to look very differently at different age groups and schools. If we're looking at secondary schools or primary, there is no space in the curriculum. If you listen to to teachers at the moment for anything. Never mind more. But I think we have to see this, not as an add-on, I think at the moment we're we're thinking about technology always as sort of an extra. And I think the challenge is, teachers get no real sort of technical or data protection

224
00:53:47.080 --> 00:54:11.190
Jen Persson: in particular, or digital for want of a better description, literacy or digital citizenship skills, training as part of initial teacher training. And that, to me, seems to not only let them down in terms of what they're able to teach, you know, going forwards. But also they have such great data demands on them made, you know, if you have to understand your latest phonics scheme of understanding what that data is telling you. It's it's great that you get all these dashboards.

225
00:54:11.190 --> 00:54:34.660
Jen Persson: But I would suggest that there's a vast number of teachers do not understand the dashboards they're given, or they're only able to interrogate them in the ways that they are, you know, told at the mark by the marketing company. And if you were actually able to understand your data better, you not only get better use of the technology, but also better data and outcomes and understanding of what it is that the teaching is looping back to. And I think then, from the

226
00:54:34.660 --> 00:54:49.830
Jen Persson: from the parents perspective, we carried out a survey in 2,018 through surveys and half of parents said they did not have a better, a good enough grasp of their child's digital footprint and the education sector. So we're missing that sort of knowledge level both in the staff

227
00:54:50.134 --> 00:55:14.479
Jen Persson: in the parents. And then looking at it from the Phse or or curriculum perspectives for children. You know, Wayne does some wonderful work around teaching about AI, but also learning to live with AI, and the wider sort of questions associated with that in terms of understanding how your own data is used about you. And we could do great things with that. We've got the infrastructure in schools to be able to pull out reports from

228
00:55:14.480 --> 00:55:21.799
Jen Persson: schools, information management systems, for example, or ofsted, you know, could be looking at that, but at the moment it's not in their remit.

229
00:55:22.870 --> 00:55:34.079
Becky Taylor: Thanks ever so much, Jen. Nadia, we'd be interested to hear your view on this as well, and sort of the place of the place of thinking about this critical AI literacy, etc.

230
00:55:34.620 --> 00:55:55.009
Becky Taylor: But I'd also like to take the question on a bit further as well, because Helen Stewart has asked about this, the the possibility of curriculum review for computing, and and what what might be included in in in a new curriculum. So would you welcome seeing this in a new curriculum for computing. Wh what else do you think we should see in there.

231
00:55:55.710 --> 00:56:22.409
Nadya French: Well, I think, or I believe that the competing curriculum is currently under review. And that there has been a survey that has gone out from the Government about it, and I think that it was due for review for new teaching in 2025, 2026. I'm sure somebody will correct me if I've got the dates wrong. When I did look at the proposals for the competing curriculum, they're looking more to the development of AI.

232
00:56:22.410 --> 00:56:27.539
Nadya French: I think that's okay. But I, what I would have liked to have seen was more inclusivity

233
00:56:27.540 --> 00:56:51.988
Nadya French: in terms of of how it is taught, and that didn't seem to be a factor under consideration at at the moment. I don't know whether it will be a again in future. But I I would hope so. Ai is is very, very important, but I would like to see a lot more inclusivity. In terms of the the curriculum what is taught, and to make sure that it includes

234
00:56:52.490 --> 00:57:17.320
Nadya French: all children, especially girls. I mean, we've seen recent figures that show that number of girls taking up this subject has has dropped enormously, and I'd like to see a lot more done about that. If they feel that AI could could assist in improving the gender balance in education. I'd be all for that, but I think I'd like to to sit, wait, and see much more of what develops

235
00:57:17.320 --> 00:57:42.090
Nadya French: in in future. Also to come back to the question on the post about whether the national curriculum and inspection framework have enough reference to Tech to support innovative digital practices, I would say, certainly, no. I think I'd like to see a lot more said about that, because that increasingly goes hand in glove with how education is delivered. We've a lot of people commented on the amount of space and time

236
00:57:42.090 --> 00:57:58.009
Nadya French: that teaching staff have to get on top of technology to look at as Jen was. Said earlier about data dashboards and how much they can glean from the information that's presented to them if we spend more time actually understanding and really getting to grips

237
00:57:58.010 --> 00:58:12.199
Nadya French: with the technology as as it comes and making times. I said earlier throughout the school year to keep, you know, learning and exploring what this can do, but I think it can be incredibly useful in schools, but only if enough time is provided. Thank you.

238
00:58:12.900 --> 00:58:20.698
Becky Taylor: Thanks, Nadia, that's really, really, really full and interesting answer. I mean, I I think one of the things that we're we're seeing here is

239
00:58:21.580 --> 00:58:35.772
Becky Taylor: is, we're seeing sort of the range of purposes to which technology can be put in schools. And we've got the kind of pedagogical purposes, and also the the kind of the sort of more supportive administrative functions as well.

240
00:58:36.370 --> 00:58:38.650
Becky Taylor: but in so I mean thinking,

241
00:58:39.150 --> 00:58:53.829
Becky Taylor: Annie, I don't know if you can comment a bit from the work that you've been doing around. What? You what you're seeing around the use of technology or AI and assessment. In assessment of learning.

242
00:58:56.165 --> 00:59:03.000
Annie Maciver: Absolutely. So the technology in school survey captures data on the whether teachers.

243
00:59:03.030 --> 00:59:08.550
Annie Maciver: what proportion of teachers are using technology for formative and summative assessment.

244
00:59:08.570 --> 00:59:12.069
Annie Maciver: and it captures data and their satisfaction on that.

245
00:59:12.110 --> 00:59:35.429
Annie Maciver: I don't have the exact figures to hand. But in essence it's lower than some usids like developing and delivering lessons, but it's higher than other uses than some other usids. But the rates of satisfaction are some of the lowest. I think that again, just drawing out some of the limitations in that data is, you know.

246
00:59:35.430 --> 00:59:44.650
Annie Maciver: it's a single question, what is the understanding of the person of formative and summative assessment. Those things can mean quite, quite different things.

247
00:59:44.650 --> 00:59:54.169
Annie Maciver: I think that the you know in my experience as a as a governor, you know, I at a school with a relatively limited

248
00:59:54.170 --> 01:00:14.729
Annie Maciver: exceptional use of technology, things like tracking people, progress and comparing yourself to other schools and the work of some charities in that space is so well established and is of such use for school improvement. But I'm not able to speak.

249
01:00:14.740 --> 01:00:32.929
Annie Maciver: We keep up with some of the push around data use in trusts from the larger tech firms. But like, I think that is still not something I could talk to about its prevalence and its impacts across the wider school sector.

250
01:00:33.626 --> 01:00:35.386
Annie Maciver: The, I guess.

251
01:00:37.120 --> 01:00:59.910
Annie Maciver: A note just on a couple of points that have come up. I think there was a we talked about. No, Lee, and I'm very interested in hearing more about it. Wayne and I do want to just reassert that the EF does have a role in this space and has been doing Rcts on Ed tech companies.

252
01:00:59.910 --> 01:01:18.789
Annie Maciver: Clearly, there are a thousand Ed tech companies. 40% of them are operating to parents and pupils and getting involved in teaching and learning. That's a lot of companies to survey, and that they're doing a relatively small number. But the clearly it's not. I don't want to say that it's a complete cap.

253
01:01:18.870 --> 01:01:38.429
Annie Maciver: And the second point is just on the point on teacher training frameworks. The initial teacher and early career frameworks were published at the start of this year. If you do do a control F, you'll find a few reference to technology where either the evidence base was considered sufficient, or to give providers flexibility to

254
01:01:38.430 --> 01:01:54.909
Annie Maciver: to bring in technology enabled teaching where they saw it appropriate. So just a couple of clarifications. It all moves really quickly, and I know that will be too far for some people, and not far enough for many. But I just wanted to set that out too.

255
01:01:55.960 --> 01:02:04.170
Becky Taylor: Thanks, Annie. And yeah, they've some. Yeah, really interesting to hear a little bit more. I mean, one of the things that I wonder is whether we also

256
01:02:04.350 --> 01:02:26.219
Becky Taylor: see. I think we've alluded earlier. We might see differences by subject as well. I mean some of my research. Addresses maths, education, seeing a lot of technology use in assessment there. And things I see my own children doing as well. Where whereas probably much less commonly used in other subject areas.

257
01:02:27.209 --> 01:02:41.819
Becky Taylor: So yeah, probably some diversity there, as well as really interesting, that you've raised as well. They the kind of the work of those charities that do help schools, benchmark and and and and compare their outcomes with those of other schools.

258
01:02:43.620 --> 01:02:44.972
Becky Taylor: so we've got some

259
01:02:45.720 --> 01:02:55.076
Becky Taylor: interesting question here about teachers, this as producers of resources, and how those are

260
01:02:56.130 --> 01:02:57.120
Becky Taylor: a.

261
01:02:57.390 --> 01:03:09.235
Becky Taylor: How those, and how those are made available. So Beatrice has asked about has has commented that many teachers create quite a lot of content. For free and

262
01:03:11.330 --> 01:03:21.060
Becky Taylor: for for educational technology platforms. And then these resources are then made available back to

263
01:03:21.090 --> 01:03:24.120
Becky Taylor: the teaching community, but for a subscription.

264
01:03:24.564 --> 01:03:39.054
Becky Taylor: And so I wonder if the the including the teachers who create and contribute that content to those platforms. So I was wondering if perhaps the panel might like to comment on that, and how that fits in with our

265
01:03:39.440 --> 01:03:44.840
Becky Taylor: we we yeah with what we're seeing about. Ed tech, Jen, should we start with you?

266
01:03:47.320 --> 01:03:48.080
Becky Taylor: Them.

267
01:03:48.080 --> 01:04:15.429
Jen Persson: I'll let others speak to sort of the perhaps the IP questions, or or the cost of production. I think for me, what's interesting in some of these all of these tools is the rest, the resting on underpinning of data and the pupil activity that underpins them, and the teacher activity that underpins them. And so a lot of this means that commercial companies come into the state sector, and even some of those charities you're talking about in terms of assessment data and

268
01:04:15.430 --> 01:04:43.670
Jen Persson: extract huge amounts of workload and time that's taken to produce that information and then make a profit from it. And it's not perhaps fed back into the schools. So I think there's a very extractive somewhat colonised model of how sort of materials come out of schools at the moment and and go back into the private sector, and

269
01:04:43.670 --> 01:04:58.020
Jen Persson: this the the caveat. I think I'd put on that I'd like to see government policy addresses. Who does the due diligence around that? Who's allowed to do that? And, for example, if you look back a decade, I mean one of the leading tools right now used in the early years

270
01:04:58.020 --> 01:05:14.629
Jen Persson: was originally set up by somebody that then had a conviction. For you know, possessing child sexual abuse material and you'll find that story on the BBC. If you look for it. So there was no sort of due diligence around who is able to set up these companies

271
01:05:14.630 --> 01:05:35.639
Jen Persson: and extract materials from the sector and then be able to sell them back. And some of that is information about children, so I would look to. You know what has changed nothing yet, but it's an opportunity to see what kind of due diligence should be put into that kind of system to see who can access the public sector and what they're getting out of it.

272
01:05:36.760 --> 01:05:41.320
Becky Taylor: Thanks, Jen Nadia, do you want to reach out to comment on this issue?

273
01:05:42.646 --> 01:05:59.720
Nadya French: Well, in terms of teachers as producers of resources. I think there's a very well known website where many teachers have contributed resources. And I certainly will, you know, take a look through through much of it. I think there is an issue of due diligence that is always absolutely key

274
01:05:59.720 --> 01:06:23.669
Nadya French: cause, no matter what resources you use, whether it's commercially available on a website made by other teachers, or it's done by traditional publishers, it still comes down to what is suitable for your students, it still comes down to how successfully it can be adapted, not just use in the classroom, but also delivery online, and if you don't take the time and trouble to sift through it, discuss it

275
01:06:23.670 --> 01:06:48.340
Nadya French: with your department and tried it out. It might not be quite what's right for the school, I mean, there's lots and lots of content that comes out all the time, and it's certainly not easy to keep up with with the the sheer flow of it. But by and large, just purely for quality control, I will tend to stick to commercially, provided resources mostly because of of due diligence, mostly because I

276
01:06:48.340 --> 01:07:01.259
Nadya French: I know it's it's verified, but it still doesn't take away from the fact. We have to then still differentiate it, as I said, and make sure it's suitable for distribution on on electronic platforms. That's my contribution. There.

277
01:07:01.800 --> 01:07:18.240
Becky Taylor: Thanks, Nadia, and I mean Wayne, that sounds like that speaks very strongly to the point that you were making that challenge right at the start about whether whether a tech can reduce workload actually sounds like quite a huge amount of workload to be sifting through a vast amount of material and and and then

278
01:07:18.400 --> 01:07:19.520
Becky Taylor: and then

279
01:07:20.110 --> 01:07:23.619
Becky Taylor: selecting and adapting for your own teaching context.

280
01:07:24.400 --> 01:07:28.530
Wayne Holmes: Yeah, I think you know, I'm sure Annie will acknowledge this, that

281
01:07:29.080 --> 01:07:37.239
Wayne Holmes: saving teacher workload has been a strand of work that our dfe have been working on for some considerable amount of time, a lot of effort, a lot of ideas.

282
01:07:37.576 --> 01:07:43.713
Wayne Holmes: And we're still where we are and what I want to mention, though, is, you know, when we think about

283
01:07:44.250 --> 01:08:06.931
Wayne Holmes: Well, imagine going back a couple of 100 years and you were unwell, you would go to the local quack, and you would get some ideas, some of them, and they would suggest leeches, or whatever you know, the Wild West of medicine, and then, over a long period. We've introduced rigorous approaches to understand. What's these drugs and other medical

284
01:08:07.380 --> 01:08:17.720
Wayne Holmes: things do? And we have, you know the really rigorous testing process of drugs before they can be used on people.

285
01:08:17.740 --> 01:08:31.559
Wayne Holmes: And you know, for me in the tech world, we're really in that. 200 years ago. Scenario. It's still a Wild West. It's lots of quacks out there giving their claims about their technologies, but so little evidence

286
01:08:31.830 --> 01:08:36.300
Wayne Holmes: behind any of it. And we need to move forward, you know, because

287
01:08:36.569 --> 01:08:59.889
Wayne Holmes: my opinion, just as putting a drug into somebody, has a big impact and is important. What we do to children developing cognition affecting their brain development is also fundamentally important. And yet it's okay for people to market their materials with very little evidence for their effectiveness or their safety, or anything.

288
01:09:00.236 --> 01:09:15.880
Wayne Holmes: And they're being used in different ways and at the same time. You can have 2 schools next to each other on a street, and they use completely different. Ed Tech. There's no connection. There's no understanding. There's no general principles. There's no robust legislation so that we can be

289
01:09:16.060 --> 01:09:21.259
Wayne Holmes: sure that the tools that we allow to be used in our schools

290
01:09:21.529 --> 01:09:26.449
Wayne Holmes: have that due diligence behind them, have that evidence to support them.

291
01:09:26.590 --> 01:09:45.159
Wayne Holmes: And without that, then, yeah, it's always going to be on the backs of the poor teachers to do as best they can under the limited time they have available to them. And of course they're going to make mistakes, because we're all subject to marketing spiel all the time and all sorts of places. So we really need, in my opinion.

292
01:09:45.160 --> 01:10:03.520
Wayne Holmes: to get that robust legislative approach. So that we are clear that the technologies that we're allowing into classrooms are actually have some good evidence behind them that they're not unsafe, that they are grounded in good learning and teaching and education principles.

293
01:10:03.590 --> 01:10:08.189
Wayne Holmes: Only then, I think, is this whole mess going to be sorted out more effectively.

294
01:10:09.020 --> 01:10:28.520
Becky Taylor: Thanks ever so much. Gonna come back to some of those points shortly. But 1st of all I wanted to come to a question from ruping shang in the chat. In QA. Ruping asks in the in 2,016 Uk. Department for education, pointed out that daily lesson planning had become another form of dashboard used to evaluate teachers.

295
01:10:28.590 --> 01:10:36.870
Becky Taylor: How can the new data collection dashboard avoid this situation due to the pressure of teacher work and the real purpose of education improving.

296
01:10:38.880 --> 01:10:47.489
Becky Taylor: Who wants to leap on that one? I'm looking at people's faces today? Who who to see who's who looks enthusiastic about that question?

297
01:10:48.080 --> 01:10:50.687
Wayne Holmes: I'll I'll come in very, very quickly.

298
01:10:52.340 --> 01:11:00.830
Wayne Holmes: if it can be digitized. If data can be digitized, then someone out there is going to find a way to use it to evaluate someone.

299
01:11:00.920 --> 01:11:24.529
Wayne Holmes: And that, I think, is a huge problem. And again, it's because we don't have robust protocols in place, so maybe a particular dashboard is useful in the classroom. We don't know, because we don't have the evidence, but even if it is useful, how do we know it's not going to be used as a backhanded way of evaluating the teacher. Evaluating classroom practice. We don't know, and it is increasingly happening.

300
01:11:26.690 --> 01:11:28.090
Becky Taylor: Thank you. Jen.

301
01:11:29.210 --> 01:11:29.890
Jen Persson: And

302
01:11:30.010 --> 01:11:37.770
Jen Persson: so I think there's, there's a really interesting question around who learns what from learning about this and the sort of

303
01:11:37.830 --> 01:11:57.050
Jen Persson: the idea that. It's only the the the senior leaders, the the classroom teacher that somehow benefits from from data, panels or data and analytics. I think there's also a fundamental question to be asked around the the structure and the purposes of our system of education. What's the education for.

304
01:11:57.463 --> 01:12:10.050
Jen Persson: because inevitably, you will teach to the test. You will try and game the scores especially when we have a high stakes sort of accountability system and assessment system.

305
01:12:10.190 --> 01:12:20.339
Jen Persson: And there are numerous examples, and everyone, I'm sure, on the call is familiar with those, you know, Sats, questions, and and being sort of gamed, and that sort of thing. And there's vast gaps here, I think, where

306
01:12:20.380 --> 01:12:25.789
Jen Persson: we're looking at. What does that mean for digital exclusion? What does it mean for children and their learning where

307
01:12:25.980 --> 01:12:44.100
Jen Persson: you've got families who then are able to provide the Gcse. Student with every free, you know every purchased exam pass paper, the revision stats the revision notebooks, the workbooks for several 100 pounds, often for you know, 9 or 10 Gcse.

308
01:12:44.150 --> 01:12:51.329
Jen Persson: And the families that can't. And I think that kind of provision of you know, what what do we think of in terms of

309
01:12:51.390 --> 01:13:01.189
Jen Persson: measuring education, and how, we assess is actually sometimes not measuring necessarily what children have learned and how they have learned.

310
01:13:01.190 --> 01:13:24.770
Jen Persson: And I think the the one of the risks of then of digitizing this is that we we do things that are easy. So you'll do things that can be easily scored, easily marked, easily assessed, because it is, it is able to be digitized as opposed to understanding how children learn, and what is the purpose of teaching them, how to learn, how to analyze, how to be learners of the future.

311
01:13:24.770 --> 01:13:33.089
Jen Persson: and therefore a sort of critical, informed member of society with, you know, democratic human rights underpinned

312
01:13:33.368 --> 01:13:44.210
Jen Persson: educational purposes. And I think we've got to be very careful about moving to things that are all about the school, and the points and sort of digitizing for the sake of things that are able to be measured.

313
01:13:45.040 --> 01:13:55.050
Becky Taylor: Thanks, Jen Nadia, from a teach perspective. What? What in your exit? What? What's in your experience helps resist that kind of drift towards the score.

314
01:13:56.480 --> 01:14:04.560
Nadya French: I think, what helps well, you can't entirely avoid that. That drift towards the score, because this is how ultimately they're measuring what rates of progress

315
01:14:04.560 --> 01:14:28.479
Nadya French: that a student makes throughout their time. In your school. But ultimately it's really not about knowing your class. You can produce as much data as you like. But if you haven't got the same teacher in front of that that class throughout the school year, if you don't have the same students in front of you throughout the school year, if you don't have to deal with absence, and I think for for most schools now, absence or rates of absence

316
01:14:28.480 --> 01:14:51.879
Nadya French: is something that is becoming a factor or a new student joining or not being in your class for very long. All of these things can affect the data. So at the end of the day the data doesn't really tell that story, can look at the data and say that class is doing very well or in comparison, that class, the same cohort is doing particularly badly. But unless you take a look at the story behind the data.

317
01:14:51.880 --> 01:15:16.859
Nadya French: the actual human beings involved. Cause. That's who we're really talking about here, human beings. And my concern is that with the talk of data, dashboards, etc, that we start to lose sight of that, you know. Obviously, we have to, you know, plan our lessons in such a way that they do factor in the students in front of us the data that we have for that particular group. But we also have to look at the individuals. If that student hasn't managed to learn that lesson particularly.

318
01:15:16.860 --> 01:15:33.449
Nadya French: Well, why is that? Is it because of this material itself, or how the student was that particular day? Or maybe we just didn't approach that topic at, you know, quite the right pace or angle for that particular student. And I'm sometimes worried that all these these nuances are lost

319
01:15:33.500 --> 01:15:39.570
Nadya French: in the race to get that data up on on that dashboard. That's that's my only concern. Thank you.

320
01:15:40.290 --> 01:16:06.880
Becky Taylor: Thanks so much. Yeah. Gonna come back to a point I was leading on for something that well, that's been alluded to a number of times. Which is this question around the evidence base? And Rebecca's asked question, about about how we might and or what? What should it look like to improve and broaden the evidence base around Ed Tech in a way that accounts for the very perspectives and needs of all teachers, students and guardians.

321
01:16:07.413 --> 01:16:20.320
Becky Taylor: Annie, I'm just wondering if you could comment a little bit about on how the dfe is engaging with evidence base here. I know you've talked a bit about the information gathering that you're doing. But do you want to say a bit more about how Dfe is engaging with this.

322
01:16:21.140 --> 01:16:34.070
Annie Maciver: Yeah, absolutely. And in my presentation I talked about a range of technology. We've talked about Ed tech and teaching and learning quite like the bulk of this presentation. But it's

323
01:16:34.070 --> 01:16:48.240
Annie Maciver: one of the challenges around. Technology is when you try and put a kind of a product or a platform in a bucket, someone might use it in a different way. So when we're talking about evidence, then you start to say, Well.

324
01:16:48.240 --> 01:17:11.659
Annie Maciver: what's the expectation around? What's a reasonable expectation for different levels of evidence. I do think there's lots to learn from the approach that Nice has taken in the Nhs here. If someone is doing something that they may not have done before rather than something that's just displacing a teacher activity. Then you might have a different expectation for the use of evidence there.

325
01:17:11.680 --> 01:17:27.800
Annie Maciver: Similarly, if you're you know, I think we'll probably hopefully, largely agree that we have different levels of evidence for things that are around students' cognitive development than they would around administrative tasks that

326
01:17:27.900 --> 01:17:51.380
Annie Maciver: that indirectly support and enable learning. And the you know, I think, that the from a dfe perspective. I talked about the role of the Education Endowment Foundation as an independent body, to build and communicate what works in education. I think you know our

327
01:17:51.510 --> 01:18:14.899
Annie Maciver: globally kind of summarise that people try a lot of things out and lots of things don't work. So the role of the Ef can be to try and help people navigate that in a in a much more nuanced way. And so yeah, I've set out, you know, from a policy perspective. You know, we're not trying to prove that a broadband connection is

328
01:18:14.900 --> 01:18:39.320
Annie Maciver: something to the impact of a broadband connection. Clearly, that is a slightly different thing that performs school infrastructure. But where a type of technology is displacing is replacing or changing kind of a teaching and learning task, then we'd certainly look to the Eef in its methodology for understanding the impact, building the evidence of that and communicating that.

329
01:18:39.960 --> 01:18:49.830
Becky Taylor: Thanks ever so much, Wayne. Do you want to step out? How you'd like to see the evidence base, expanding, and particularly bearing in mind the wide variety of, and diversity of views of stakeholders.

330
01:18:50.828 --> 01:18:53.691
Wayne Holmes: Yeah, thanks. So the 1st thing I have to

331
01:18:54.170 --> 01:19:02.008
Wayne Holmes: and notes that Rebecca Iron, and who's asked the question is actually my Phd. Supervisor. So I have to be very careful in what I say.

332
01:19:02.910 --> 01:19:13.826
Wayne Holmes: I think, you know, to go back to the idea of some kind of Institute that's funded to do this kind of work. So what kind of work? What kind of things do we need?

333
01:19:15.030 --> 01:19:21.540
Wayne Holmes: people have been talking about? You know, different levels of things that we need to investigate. So it's as I say, it's not just about.

334
01:19:21.810 --> 01:19:24.470
Wayne Holmes: does the tool help the student

335
01:19:24.990 --> 01:19:29.900
Wayne Holmes: perform better on the test after they've used the tool than before. The tool, you know. That's.

336
01:19:29.930 --> 01:19:51.527
Wayne Holmes: you know, a, a, a small part of the story. But also, you know what, as I say, is the impact of the tool on the classroom? What is the impact of the tool on the the the rights of the child, the the digital rights, so on. You know. One thing that people forget is that you know, with most of these tools that are

337
01:19:51.870 --> 01:20:21.180
Wayne Holmes: using AI in classrooms, they're extracting data on an ongoing basis. And so, in a sense, the children are there working as unpaid labor to develop these companies. So it's a very, you know, challenging space. But I think you know, I I don't have really good answers to this. I think it's the kind of thing that we do need to be discussing more. And in order to achieve this, we do need the support. And the problem is that some of the funding available to us.

338
01:20:21.750 --> 01:20:37.200
Wayne Holmes: in the you know, the the the Uk research space is not helping us. It's not helping us and gather this you know, work out exactly what we need to be finding out and how we're going to do that.

339
01:20:37.560 --> 01:20:48.110
Wayne Holmes: Collectively together. So yeah. So the the version of no live based to Ioe would also have to include the University of Oxford and various other places as well.

340
01:20:48.110 --> 01:21:08.289
Wayne Holmes: But we need to start that discussion. We need to try and understand what are the measures we need. What evidence is evidence that we see is useful, and to pick up on what Jen was saying. You know, what do we want this tech to do? What are the educational aspirations? And unless we're really clear about that. And we know that education is a political football.

341
01:21:08.550 --> 01:21:14.650
Wayne Holmes: If we're not clear about the purpose of education, how on earth do we know whether the tools are helping in that

342
01:21:14.850 --> 01:21:24.709
Wayne Holmes: what they're supposed to be doing. So a lot more conversation. But again, we need a lot more funding and support, so that we can actually do the work that's necessary.

343
01:21:25.320 --> 01:21:28.859
Becky Taylor: Thank you, Nadia. What would you like to see in an evidence base.

344
01:21:31.338 --> 01:21:34.619
Nadya French: Well, it's based on how AI affects education is that you.

345
01:21:34.620 --> 01:21:40.429
Becky Taylor: Yeah, what? How would you like to see it developed? Support diversity of uses and

346
01:21:40.550 --> 01:21:41.530
Becky Taylor: partners.

347
01:21:41.890 --> 01:21:55.659
Nadya French: Yeah, I'd like to see. I just say it improves outcomes. But also that's it. Helps to to address lots of neuro diversity that we're experiencing in classroom as well. I'm hearing about AI being introduced.

348
01:21:55.660 --> 01:22:12.459
Nadya French: But again, as as the point has been made earlier, it's not a 1. Size fits all policy. My concern is that unless that discussion about neurodiversity, different ways of learning, different ways of of teaching, unless that is integrated right from the very beginning.

349
01:22:12.460 --> 01:22:37.420
Nadya French: I'm not sure what AI is is going to achieve. I mean, I've seen from some of the Co. Contributions made this evening, and that people are also talking off about parents and their levels of of digital literacy. And, as I said, you know before, unless we include all stakeholders in this, and parents are an absolutely critical one here. They feel that there's gonna be an extra barrier on top of

350
01:22:37.420 --> 01:22:58.120
Nadya French: on top of with with accessing education. Again, what is AI actually showing us? Yes, I know that there are huge amounts of of benefits using AI. I'm always excited as anyone to see what what it can bring. But I I agree with Wayne. It does need to be a wider evidence base 1st of all, assist what it can do, and for whom

351
01:22:58.120 --> 01:23:19.829
Nadya French: and how, and look at all aspects of of introduction be before plowing ahead with it? Really, we have to look at people's ability to pick it up, infrastructure and consistency and staffing as well, because it's no good training. Everybody at the start of a school year, and at the end of it. You find that you then have to start all over again with, you know, a new team of people, or you know.

352
01:23:19.920 --> 01:23:32.749
Nadya French: I I don't know. But yeah, there's there's a lot of of unknowns here and I would like I'd like to see a bit more care taken on exploring those unknowns be before carrying any further ahead. Thank you.

353
01:23:33.060 --> 01:23:37.539
Becky Taylor: Thank you, Jen. How about you? What? What would your priorities be for the evidence? Base.

354
01:23:38.000 --> 01:24:00.320
Jen Persson: So 2 things. One is institutional, and I think is what what do you do with the evidence once you've got it. So if we look at the eef, for example, they did a terrific amount of long longitudinal studies into a I shan't name it because we're avoiding particular companies. But they very well known classroom, teacher, development tool.

355
01:24:00.320 --> 01:24:18.940
Jen Persson: And the Department for Education has invested a lot of money in those research studies. The study outcome was published this year, and it found that this product didn't help teach children's outcomes. It didn't help their learning. In fact, if anything, it set their reading back by one month. That was the Ef. Study.

356
01:24:19.610 --> 01:24:38.539
Jen Persson: Now, who has benefited from that at the moment. I haven't heard any of that. For example, in the media. We haven't seen it distributed to schools. I haven't seen it as a school governor, and we could be finding that schools are still buying and investing into this product. Not only that, but it then extracts voice and biometric data from schools. And there's no oversight, I think of that.

357
01:24:38.610 --> 01:25:07.700
Jen Persson: and the costs, then to the institution, to the State and to the child are quite high. But who's benefited from it? Is the company and Nesta, the Cabinet office and the nud nudge unit behavioral insights unit actually Co hosted or sort of hot house this product, and they'll say on their website. If you look at Nesta's website, you know, we enable this product to turn from a research project into a commercial product which has gone on to be a globally exported product

358
01:25:07.990 --> 01:25:20.119
Jen Persson: now that has served the company, and it served perhaps, the export market. But it's setting children's learning back by a month if it's doing anything at all. And so we need to be looking at. How are we using this evidence? Once we get it?

359
01:25:20.160 --> 01:25:45.070
Jen Persson: Who are these products serving? And, for example, if we're looking only at outcomes that might be great for the institution, and it might be good for the children's reading. But if they're also being served ads every 2 min, and they're as distracted by the ad tech that's embedded in their homework app to to encourage them to read. What effect has that got on their child development? And I think those things aren't assessed at the moment in terms of evidence. If we only look at outcomes. We need to be looking at pedagogy

360
01:25:45.070 --> 01:25:55.779
Jen Persson: development and looking at some of the things Scotland looks at, for example, when they look at it from a local authority, approvals and due diligence process before they allow tools to be used in Scottish classrooms.

361
01:25:56.470 --> 01:26:00.596
Becky Taylor: Brilliant. Thank you so much. Can I ask one? One last

362
01:26:01.680 --> 01:26:07.099
Becky Taylor: one one last question. I was. Gonna ask one question we'll ask a slightly different one, I think.

363
01:26:07.730 --> 01:26:15.251
Becky Taylor: but actually, I'm gonna say it with one that was going to be taken was, we've heard a lot here. This evening, I think about how

364
01:26:16.910 --> 01:26:18.549
Becky Taylor: how how

365
01:26:19.210 --> 01:26:25.829
Becky Taylor: relationships are are still really important are still really important. And it there's a risk of

366
01:26:26.403 --> 01:26:31.069
Becky Taylor: there's a risk of sort of Ed tech getting in the way of those

367
01:26:31.090 --> 01:26:58.440
Becky Taylor: relationships that we know is so important to teaching and learning in the classroom so very, very briefly. I'd really like our panelists to just suggest. And this is built drawing on the question from Tackley about how how Ed tech can be used to promote collaboration and pro promote sort of that kind of relationship based learning. So just wondering briefly if you could say anything about use of a tech to promote

368
01:26:58.996 --> 01:27:05.439
Becky Taylor: promote human interactions and collaboration and relationships in the classroom, and beyond

369
01:27:10.900 --> 01:27:13.989
Becky Taylor: looking for somebody to start me off. There, Wayne, go for it.

370
01:27:15.950 --> 01:27:29.720
Wayne Holmes: A a little while ago I watched a Youtube video about a teacher was explaining how they were using Minecraft, which is not an ed tech and sense. But it is a tech that's used a lot in education.

371
01:27:29.750 --> 01:27:35.820
Wayne Holmes: And they were just so excited by this tool, and they were doing some amazing things with it.

372
01:27:35.850 --> 01:27:55.199
Wayne Holmes: and as I watched it it became abundantly clear to me that Minecraft was profoundly irrelevant. It was all down to the teacher. They were a good teacher, and they could have been using string and and wrapping paper, but they would choose to use Minecraft. So I think we need to be really clear here

373
01:27:55.270 --> 01:27:59.460
Wayne Holmes: that education technology has a use.

374
01:27:59.630 --> 01:28:02.520
Wayne Holmes: We don't know the evidence for it.

375
01:28:02.550 --> 01:28:10.929
Wayne Holmes: but I think, we have to recognize that it's still the teacher, the human teacher in the classroom.

376
01:28:11.445 --> 01:28:16.100
Wayne Holmes: who is absolutely fundamental to the way that education works.

377
01:28:16.965 --> 01:28:17.780
Wayne Holmes: And

378
01:28:18.260 --> 01:28:20.719
Wayne Holmes: you know I have been in classrooms

379
01:28:20.750 --> 01:28:28.569
Wayne Holmes: where there have been ordinary classes, not computer science classes as well, but ordinary classrooms where there's been 30 computers

380
01:28:29.080 --> 01:28:34.010
Wayne Holmes: and 30 students staring at their computers, doing their personalized learning.

381
01:28:34.040 --> 01:28:37.820
Wayne Holmes: ignoring the child to the left and right, ignoring the teacher.

382
01:28:37.950 --> 01:28:44.699
Wayne Holmes: I mean it just fundamentally misunderstands the whole collaborative social space of classrooms and schools.

383
01:28:44.780 --> 01:28:53.220
Wayne Holmes: So we need to be very, very careful. You know, I've not seen many educational tools that have supported collaboration

384
01:28:53.590 --> 01:28:55.450
Wayne Holmes: apart from one type.

385
01:28:55.640 --> 01:28:58.460
Wayne Holmes: And that's things like Google Docs.

386
01:28:58.700 --> 01:29:04.759
Wayne Holmes: Google Docs is one for me, one of the best Ed techs out there because it's about collaboration. It's about

387
01:29:04.770 --> 01:29:08.990
Wayne Holmes: 3, 4 of us can work together on the same document at the same time.

388
01:29:09.030 --> 01:29:23.439
Wayne Holmes: So not designed for education. But it's about how we use technologies in ways that actually support collaboration rather than thinking that the tools are gonna solve anything at all on their own.

389
01:29:24.190 --> 01:29:31.579
Becky Taylor: Thanks, Wayne, Annie, what do we know from Dfe data about how teachers are using Ed tech collaboratively.

390
01:29:32.370 --> 01:29:45.050
Annie Maciver: Yeah, I think it's the second, most likely of the kind of pedagogies of reasonable evidence base that they say they're using, although, as mentioned.

391
01:29:45.120 --> 01:29:47.579
Annie Maciver: It's yeah. It's

392
01:29:47.670 --> 01:30:12.570
Annie Maciver: on average, the eef studies it doesn't score as highly as something like the homework. I always say with homework it makes sense to me as a former teacher, because it's much easier to set. Students are less likely to lose it. It's much easier to collect, therefore, as a workflow. Homework online makes sense, although I appreciate that challenges around access and data protection and impact and the like.

393
01:30:12.870 --> 01:30:28.330
Annie Maciver: I was going to say the same example as Wayne from school visits. We do. I'm thinking of a primary school we visited where the students talk through how they collaborate on Google Drive, and there'll, of course, always be other tools.

394
01:30:28.644 --> 01:30:43.739
Annie Maciver: I think just I, just one thing to draw out is, yeah, this may not be an area that we know very much about. And I'm always cautious around ever expanding the role of schools. And what students or teachers are accountable. But clearly, as a link to

395
01:30:44.240 --> 01:30:48.000
Annie Maciver: digital in the curriculum is, you know, we're

396
01:30:48.070 --> 01:30:58.999
Annie Maciver: like, I am of a generation. And then there are generations below who spend increasing the amounts of their technology, their life online and via technology. If you you know, being collaborative online

397
01:30:59.070 --> 01:31:17.860
Annie Maciver: as a skill, you need to acquire as much as anything else. And so yeah, there's clearly. More we need to do. And I need to understand in how to set that out. And yeah, if we want for people to behave responsibly and respectfully online and future technology in the future.

398
01:31:18.430 --> 01:31:25.709
Becky Taylor: Thank you. Jen got something that you'd like to just tell us briefly about how a tech could facilitate collaboration and relationships.

399
01:31:28.630 --> 01:31:53.310
Jen Persson: I think we're probably from our obviously focus area. It's it's not an area we focus on. We, we tend to look at. You know we? How how are these things once they're being used? What are they? What are the impacts, and what the effects? And I think, everything we're talking about so far really points to the the collaboration can not, doesn't need to be necessarily between pupils, but can also be between staff and between schools

400
01:31:53.310 --> 01:32:19.720
Jen Persson: and looking at how we're perhaps sharing, you know, materials, best practices. Common things that work for one school, admittedly, may not work even within the the school for a different year group. But they they may be useful. I'm actually surprised how little collaboration there is sometimes between schools, and I think one great opportunity area would be for school governors, because so much of what we do is

401
01:32:19.720 --> 01:32:40.229
Jen Persson: almost rout. You know. Routine, repeat, copy, repeat across the school system. And yet almost every material that's around school governing which could really, m, you know, support some of these areas. Look at that sort of governance role in terms of digital rights, in terms of procurement, in terms of quality and data assessment and things that we're tasked to do.

402
01:32:40.230 --> 01:33:03.800
Jen Persson: And yet most of those documents and materials are behind pay walls and proprietary. So I would. I think it's a great opportunity to look at and include. Also, you know how open are these technologies? If we're looking at collaboration, look at, can we look at open tech rather than always looking at proprietary platforms, proprietary tools? And we should be looking and encouraging more sort of open access materials to research

403
01:33:03.800 --> 01:33:05.250
Jen Persson: and to technology.

404
01:33:05.960 --> 01:33:11.029
Becky Taylor: Thank you so much. Really, very interesting point, bringing there about the about open tools.

405
01:33:11.070 --> 01:33:14.849
Becky Taylor: Not yeah. Final final word from you on collaboration.

406
01:33:15.590 --> 01:33:39.329
Nadya French: Brief. But usually I'll come back to a point that Wayne raised about using Google Docs. Google slides can be a fantastic tool for getting groups of students to work together on projects, and then to present to the class. They've absolutely loved it. When I've just given over the whiteboard to them and said, Right, forget about me. You're going to be the one who's going to present to the class today, and that really

407
01:33:39.330 --> 01:33:56.529
Nadya French: makes them feel they've had ownership, and they're delighted when they realise that they can all work together on the same document. The second thing, I would also say, is about the relationship based learning. Google has a lovely feature called a stream, and you can use that to make announcements to your class

408
01:33:56.530 --> 01:34:21.240
Nadya French: to praise them for a lesson has gone well, or to advise them about what's going to be coming up in the future. And, of course, forms which can be used for student voice for them to review a topic that's been taught, and where they can see straightaway in the data that's produced, how they all feel as a group about what they've learned, perhaps what could have been done better for next time. So I totally agree about the collaboration aspect of Ed. Tech. It's absolutely fantastic and marvellous.

409
01:34:21.240 --> 01:34:28.100
Nadya French: and it is down to the the teacher and and the and the students, as well as to how much that is used. Thank you.

410
01:34:28.480 --> 01:34:30.610
Becky Taylor: Thanks Nadia, back to Gemma.

411
01:34:31.370 --> 01:35:00.460
Gemma Moss: Well, thank you very much for an absolutely riveting discussion. This provoked some very interesting contributions in chat, actually. And it it's funny, because, you know. I look back. Oh, about 20 years, when I was evaluating the use of Iwb which? Then the Labour Party at that point are just introduced to schools, and yet so much of the conversation in

412
01:35:00.460 --> 01:35:23.460
Gemma Moss: repeats what we were thinking about. Then there were a lot of supposed advantages, and yet, when you looked at what was going on in schools there are so many unanswered questions. So it's been great to get the expert views of such a wide, ranging panel, and I hope others in of the audience have enjoyed it as much as me.

413
01:35:23.650 --> 01:35:39.999
Gemma Moss: If you are a member of the audience, please take a moment to fill out the evaluation survey. It's in chat. We always like to hear back from the audience. You can sign up for our mailing list. We will notify you when the next event will will happen.

414
01:35:40.000 --> 01:35:58.699
Gemma Moss: And it's going to be about democratic decision making in education sometime in the autumn term. Thank you to everyone for joining us today, and I look forward to meeting you again. Thank you very much indeed. Everybody and specific thanks to our wonderful speakers. Thank you very much indeed.

415
01:35:59.050 --> 01:36:00.090
Wayne Holmes: Thanks. Everyone.
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