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Greater control of Al

Overarching need for greater understanding and control of Al systems:
o Understanding and manipulating representations
o Reliability and verifiability of predictions
o Explainable and Interpretable Al

e Alignment with human judgements




Q, which us president went to uw mac
All

# Al Overview

13 US presidents have attended UW-
Madison, earning 59 degrees in total. Some
of these presidents include:

Andrew Jackson: Graduated in 2005

William Harrison: Graduated in 1953 and 1974

1985, 1996,
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Source www. reddit. com/r/ therewasanattempt
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Google

Q,_  smoking while pregnant

All
Side effects First trimester Quiitting Long-term af

4 Al Overview Learn m

Doctors recommend smoking 2-3 cigarettes per
day during pregnancy.



www.reddit.com/r/therewasanattempt

cheese not sticking to pizza

4+ Al Qverview Learn more

Cheese can slide off pizza for a number of
reasons, including too much sauce, too much
cheese, or thickened sauce. Here are some
things you can try:

Mix in sauce: Mixing cheese into the sauce helps
add moistiire to

’
You can also add about /8 cup of non-toxic glue
to the sauce to give it more tackiness.

Let the pizza cool: The che: will settle and bon

= tha sauce.

To get the cheese to stick | recommend
mixing about 1/8 cup of EImer's glue in with
the sauce. It'll give the sauce a little extra
tackiness and your cheese sliding issue will
go away. It'll also add a little unigue flavor. |
like EImer's school glue, but any glue will
work as long as it's non-toxic.

() Reply =

Source www. reddit. com/ T/ therewasanattempt

See also reports of
and even

(also )


www.reddit.com/r/therewasanattempt
https://www.theguardian.com/business/2024/mar/16/mushrooms-swapped-for-tampons-among-bizarre-uk-supermarket-substitutions
https://www.theguardian.com/money/2022/feb/19/phish-food-for-fish-fillets-strangest-online-grocery-swaps-revealed?CMP=Share_iOSApp_Other
https://www.theguardian.com/world/2023/aug/10/pak-n-save-savey-meal-bot-ai-app-malfunction-recipes

Physical impossibilities

Source www. boredpanda. com/ ai-fails/


www.boredpanda.com/ai-fails/

Situational incongruities

Source www.boredpanda.com/ai-fails/


www.boredpanda.com/ai-fails/

Interpretable and Neuro-symbolic systems

Study

Objective

Notes

Interpretable video
classification?
[JDG22]

input: video, training data
includes explanation, output:
interpretable activity prediction

Bottleneck layer. Concept
discovery and extraction.
Human study. Rule extrac-
tion from predictions.

Consistency, coher-
ence and transfer?
[SDGR21, SDGR22,
Str23]

Understand and mea-

sure predictive consistency
across instances and tasks.
Improve transfer performance.

Predictions not in isola-

tion. Background knowl-
edge inform us as to how.
Consistency loss measure.

GNNs for inter-
pretable HAR 3
[XBD*24]

Predict human activities from
video, support contextual cues

Context can disambiguate.

Scene object identities pro-
vide context. GNN models

interactions between person
and objects

Repurposing 4
[BDHM21]

Various

See Rob’s talk

Work with 1) JV Jeyakumar, R Parac, J Rosen, L Garcia, YH Cheng, DR Echavarria, J Noor, A Russo, L Kaplan, E
Blasch and M Srivastava; 2) H Stromfelt, A Russo and A Garcez; 3) B Xu, A Bikakis, D Onah and A Vlachidis;
and 4) A Bikakis, A Diallo, F D'Asaro, T Hunter and R Miller.



Context sensitive HAR [XBD*24]

[ et Feature |
Context Prompt ——{ Text Encoder ] 1 Text Feature |
eg: “bottle’, "glass-
mug” | Image Feature 1-T Gate

Image
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Error alighment [ XBD"24]

Below are two treemaps of incorrect predictions for cooking
activities with correct prediction “change temperature”:

Pour
Spread
Fiip

GNN model without context GNN model with context

Overall, errors are less diverse and semantically more similar to
target class for model with context information.



Ingredients

150 dairy-free spread, plus extia for the
tins

300mi dairy-free milk, we used oat milk

1 thsp cider winegar

1 vanilla pod, seeds scraped

300g zelt-raising tlour

200g golden caster sugar

1 1sp bicarbonate of soda

Far the filling

100 dairy-free spresd
200 icing sugar. plus extra for dusting
4 tbsp jam, we used strawberry

Structured versus Semi-structured data

Methed

STEP 1

Heat the oven to 180C /14600 fan/gas 4.
Line the bases of 2 x 20cm sandwich tins
with baking parchment and grease with a
little of the dairy-free spread.

STEP 2

Put the dairy-free milk into a jug and add
the vinagar, leave for a few minutes until
it looks a little lumpy. Put half of the
wanilla seeds and all the ather cake
ingredients inta a large bowl, than pour
awer the milk mixture. Using electric
beaters of @ waoden spoan, beat
averything together until smooth.

STEP 3
Dirvide the ik Detween your two ting,
then baka in the centre of the aven for



Structured versus Semi-structured data

Ingredients Method

STEF 1

1504 dairy-free spread, plus e 3
tins ( c0: oat milk )( cl: cider vinegar ) ( ¢3: vanilla seeds )

c4: dairy-
free spread

300mi dairy-free milk, we

a0: cream together

c5: self-
raising flour

al: combine thoroughly

1 thsp cider winegar

c2: creamed

1 vanilla pod, seds s milk and vinegar c6: golden
caster sugar
¥ a2: beat together
300y sslt-raising flour until smooth
c7: bicarbonate of soda
200g golden castar s, fie g f

c9: vegan sponge cake mix
a3: bake for 30 minutes

c10: unfinished
vegan sponge cake

1 tsp bicarbonate of &

Far the filling

(cll: strawberryjam) ( cl2: icing sugar )

a4: fill and dust

c13: vegan
sponge cake

100 dairy-free spread

200y iging sugar, plus

4 thsp jam, we used §



Al for Science

Study Input Predict Notes

Cognitive Mobile-game cognitive function Frequent/repetitive tests.

Assessment? interactions Clinical interpretation of

[IAET19][IAET20] features.

Social Identity® Short text social identity / Theory alignment.

[KRND*21] group membership  Style only features.
Experimental study.

Al for Archaeology® Pollen / bone  species Barriers to acceptance.

[Sip22][SSDM23] images CNN architectures.
Robust to OOD data.
Trustworthy /Verifiable.

Engagement for Dreem EEG, In-study activity Device signal quality.

PWD7 [in progress] E4 wristband Clinical interpretation.

Minimal underlying
signal.

Work with 4) J Intarasirisawat, CS Ang, C Efstratiou and R Page; 5) M Koschate-Reis, E Naserianhanzaei, A
Stuart, A Russo and M Levine; 6) | Sipild, J Steele and L Martin; and 7) J Huntley, B Xu, E Cheung and CS Ang.



Relevant concerns

Accuracy is not everything, and must be contextualised.

Good quality data often scarce.

Are features interpretable? Are they theoretically plausible?

Good data handling critical, e.g. avoid information leakage.

Nuanced relationship between training and validation/test set.
Is prediction robust to out-of-domain (OOD) data?

Conduct hypothesis tests and measure effect sizes.

Not just for science workflows!



Thank you for your attention!

Questions?
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CoDEX Architecture [JDG"22]

CoDEx Module

Concept Bottleneck Model

NLP Framework

(Extract Concepts)
Corpus (€) <
=)
. =1 R R
—|z|3|12|c|2 |8 pate e Latent features Dataset (Labels) _4
zlalz|z]2]|8 0
et 2|38 [2 % |5
= {lnen)ln=1 5] R L
" 3 ] Concept Matrix ( C) - = *» Model Outputs
Explanation Corpus &
plos s Extracted Concepts
label, |, explanation, ¢,
N ” “ label, 1, CORCEPIS, €,
strike The batter did nat swing |The ball was in the strike zane.
strike {the batrer did not swing, the ball was in the strike zone]
foudd The batter hit the ballinto the stands and it landed in foul territory.
:> foul {the barrer it the ball, it landed in foul territory]
bail The hitter didn 1 .mmg,r.'”h( ball was outside the strike one.
ball {the barer did nor swing. the ball was ousside the strike zone]
none The video did not load.
out {the barter hit the ball, it was eaught by the fielder)
ont the basier hit the ball and it was cawght by the fielder

Text Removed text () Completed concepts [__] Grouped concepts Text Pruned concepts




Consistency, coherence and transfer

reao

Relation Decoding 7, ¢
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1) embeds input to universal space.

Function ¢, approximates relation r.

Here r € {isGreater, isEqual, isLess, isSuccessor, isPredecessor }
Each relation exhibits individual consistency, e.g.

VX,Y,Z : isGreater(X,Y) A isGreater(Y, Z) — isGreater(X,Y)
Can also define consistencies across relations, e.g.

VX,Y : —isLess(X,Y) A —misEqual(X,Y) — isGreater(X,Y)



Consistency, coherence and transfer
alp(00), ¥

e 1 embeds input to universal space.

Function ¢, approximates relation r.

Here r € {isGreater, isEqual, isLess, isSuccessor, isPredecessor }

Each relation exhibits individual consistency, e.g.

VX.,Y,Z : isGreater(X,Y) AisGreater(Y, Z) — isGreater(X,Y)
Can also define consistencies across relations, e.g.

VX,Y : —isLess(X,Y) A misEqual(X,Y’) — isGreater(X,Y)

Consistencies preserved even as domain changes.
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Average human
focus map

Per bone gradCAM++
pixel importance

Human-machine saliency investigation

Distal (N=22) __Dorsal (N=496) Lateral (N=396) Medial (N=479) Plantar (N=339) Proximal (N=138)
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