
Figure 3: Chi square distributions with different degrees of freedom

Figure 4: χ2 distribution with ν degrees of freedom

2 Lecture 2

2.1 The chi square distribution

In particular, when α = ν/2 and β = 2, we have the chi square distribution (χ2) with

ν degrees of freedom.

We use χ2(ν) to denote a random variable having a chi square distribution with ν

degrees of freedom, Figure 3. Note that random variables χ2(ν) can only take on non-

negative values. So their probability density function is not symmetric.

Example 7 Show that the probability density function of a chi square distribution with ν

degrees of freedom is

f(x) =


1

2ν/2Γ(ν/2)
x
ν
2
−1e−x/2, x > 0

0 x ≤ 0,

(23)

where the gamma function Γ is given by Eq. (18).

Solution. Eq. (23) is an immediate consequence of Eq. (17).
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Figure 5: Chi square distribution table
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Let χ2
α be such that the area under the chi square distribution to its right is equal to

α, see the tail in Figure 4. That is

P (χ2(ν) ≥ χ2
α) = α. (24)

Example 8 Let a random variable χ2 have a chi square distribution with 19 degree of

freedom, find χ2
0.05 and χ2

0.01.

Solution. ν = 19. By the chi square table (Figure 5),

χ2
0.05 = 30.14, χ2

0.01 = 36.19.

Example 9 Let α = 0.05. Evaluate P (χ2
1−α/2 < χ2(ν) < χ2

α/2).

Solution. Since

P (χ2(ν) ≥ χ2
α/2) =

α

2
, P (χ2(ν) ≥ χ2

1−α/2) = 1− α

2
,

P (χ2
1−α/2 < χ2(ν) < χ2

α/2) = 1− α

2
− α

2
= 1− 0.05 = 0.95.

(draw a plot for the example)

2.2 Representation of Chi Square Random Variable

Theorem 3 Let Z1, Z2, . . . , Zν be independent standard normal random variables, where

ν is a positive integer. Then the random variable

χ2(ν) =
ν∑
i=1

Z2
i (25)

has a chi square distribution with ν degrees of freedom.

The sum of two independent chi square variables, χ2(ν1) + χ2(ν2), has chi square

distribution with degrees of freedom of ν1 + ν2.

Example 10 If Z has a standard normal distribution, find the probability P (Z2 > 7.879).
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Solution. By Theorem 3, Z2 has a chi square distribution with one degree of freedom.

Therefore, by the chi square distribution table, we find P (Z2 > 7.879) = 0.005.

Example 11 Let X1, X2 . . . , Xn be independent normal random variables all having the

same mean µ and variance σ2. Define

X̄ =
1

n

n∑
i=1

Xi (26)

and

Z =
X̄ − µ
σ/
√
n
.

Show that

(a) Z has a standard normal distribution.

(b) Z2 has a chi square distribution with one degree of freedom.

(c) Find P (Z2 > 5.024). Does this value depend on n, µ, or σ2? Why?

Solution.

(a). By Theorem 2, Z is a standard normal random variable.

(c). by Theorem 3, Z2 has a chi square distribution with one degree of freedom.

(c). ν = 1. By the chi square distribution table, P (Z2 > 5.024) = 0.025.

Example 12 Let Z1, Z2, . . . , Zn be independent standard normal distribution. Show that

(a)
n∑
i=1

Z2
i =

n∑
i=1

(Zi − Z̄)2 + nZ̄2. (27)

(b)
√
nZ̄ is a standard normal random variable;

(c) nZ̄2 has a chi square distribution with one degree of freedom;

15



(d) assume that the two terms on the right-hand side of (27) are independent, so
∑n

i=1(Zi−

Z̄)2 has a chi square distribution with n− 1 degrees of freedom.

Solution.

(a)

n∑
i=1

Z2
i =

n∑
i=1

(Zi− Z̄+ Z̄)2 =
n∑
i=1

(Zi− Z̄)2 + 2
n∑
i=1

(Zi− Z̄)Z̄+nZ̄2 =
n∑
i=1

(Zi− Z̄)2 +nZ̄2.

(b). According to Theorem 2, Z̄ is a normal random variable with mean 0 and variance

1
n
. Standardization gives

√
nZ̄ =

Z̄ − 0√
1/n

.

Hence
√
nZ̄ is a standard normal random variable.

(c). By Theorem 3, nZ̄2 has a chi square distribution with one degree of freedom.

(d). According to Theorem 3,
∑n

i=1 Z
2
i has a chi square distribution with n degree of

freedom. From part (c) above we have also known that nZ̄2 has a chi square distribution

with one degree of freedom. Therefore,
∑n

i=1(Zi − Z̄)2 has a chi square distribution with

n− 1 degrees of freedom.

Finally, if we define

S2 =
1

n− 1

n∑
i=1

(Zi − Z̄)2, (28)

we conclude from the previous example that (n− 1)S2 has a chi square distribution with

n − 1 degrees of freedom. That is, the scaling 1
n−1

does not change the nature of the

distribution, although it changes the specific form of the probability density function.

The above discussions can be generalized to the following result.

Theorem 4 Let X1, X2, . . . , Xn be independent normal random variables all having the

same mean µ and variance σ2. Then

(n− 1)S2

σ2
=

1

σ2

n∑
i=1

(Xi − X̄)2 (29)
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Figure 6: t-distribution with ν degrees of freedom, bell-shaped and symmetric

has a χ2 distribution with n − 1 degrees of freedom. Also, X̄ and S2 are independent

random variables.

Interpretation of Theorem 4. Note that

1

σ2

n∑
i=1

(Xi − X̄)2 =
n∑
i=1

(
Xi − µ
σ

− X̄ − µ
σ

)2

.

Moreover,

Xi − µ
σ

∼ N(0, 1),
X̄ − µ
σ

∼ N(0,
1

n
).

Consequently, Xi−µ
σ

is like Zi and X̄−µ
σ

is like Z̄ in Example 12. So, by Eq. (28), (n−1)S2

σ2

has a χ2 distribution with n− 1 degrees of freedom.

2.3 Representation of t random variable

Definition 1 Let the standard normal variable Z and chi square variable χ2 defined in

Eq. (25) be independent. Then

t =
standard normal√

chi square
degrees of freedom

=
Z√
χ2(ν)
ν

=
Z√∑µ
i=1 Z

2
i

ν

(30)

is said to have a t-distribution with v degrees of freedom.
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Figure 7: t-distribution
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We use t to denote a random variable having a t-distribution.

Let tα be such that the area under the t-distribution curve to its right is equal to α,

see the tail in Figure 6. That is

P (t ≥ tα) = α.

Example 13 Let a random variable t have a t distribution with 19 degree of freedom,

find t0.05.

Solution. ν = 19. By the t-distribution table (Figure 7),

t0.05 = 1.729.

Example 14 Let a random variable t have a t distribution with 19 degree of freedom,

find F (−1.729).

Solution. Because t-distribution is symmetric (Figure 6),

F (−1.729) = P (t ≤ −1.729) = P (t ≥ 1.729).

By the previous example, for ν = 19, P (t ≥ 1.729) = 0.05. Therefore, F (−1.729) = 0.05.

Example 15 Let Z1, . . . , Z6 be independent each having a standard normal distribution.

What is the distribution of the random variable

Z1 − Z2√
Z3
3+Z2

4+Z2
5+Z2

6

2

?

Solution. Firstly, since Z1 and Z2 are independent standard normal random variables,

by the property

V ar(a1X1 + a2X2) = a2
1σ

2
X1

+ a2
2σ

2
X2
, (31)

(see Eq. (11)) we find that the random variable

Z1 − Z2√
2
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Figure 8: F distribution with ν1 and ν2 degrees of freedom

is a standard norm variable. Secondly, note that

Z1 − Z2√
Z3
3+Z2

4+Z2
5+Z2

6

2

=

Z1−Z2√
2√

Z3
3+Z2

4+Z2
5+Z2

6

4

Therefore by Eq. (30), Z1−Z2√
Z3
3+Z2

4+Z2
5+Z2

6
2

has t distribution with 4 degrees of freedom.

2.4 Representation of F random variables

Definition 2 Let the chi square variables χ2(ν1), with ν1 degrees of freedom, and χ2(ν2),

with ν2 degrees of freedom, be independent. Then

F (ν1, ν2) =

chi square
degrees of freedom

chi square
degrees of freedom

=

χ2(ν1)
ν1

χ2(ν2)
ν2

=

∑ν1
i=1 Z

2
i

ν1∑ν1+ν2
i=ν1+1 Z

2
i

ν2

(32)

is said to have an F distribution with (ν1, ν2) degrees of freedom.

We use F (ν1, ν2) to denote a random variable having an F-distribution with (ν1, ν2)

degrees of freedom .

An important identity. Given 0 ≤ α ≤ 1, Let Fα(ν1, ν2) be such that the area under

the F-distribution (with degrees of freedom (ν1, ν2)) curve to its right is equal to α, see

the tail in Figure 8. Then

F1−α(ν1, ν2) =
1

Fα(ν2, ν1)
. (33)

Example 16 Find the value of F0.95(10, 20).
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Figure 9: F distribution
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Solution. By Eq. (33)

F0.95(10, 20) =
1

F0.05(20, 10)
.

Using the F table (Figure 9) to get

1

F0.05(20, 10)
=

1

2.77
= 0.3610.

Therefore, F0.95(10, 20) = 0.3610.

Example 17 Let t be distributed as a t-distribution with ν degrees of freedom.

(a) Use the representation of t to show that t2 has an F distribution with (1, ν) degrees

of freedom.

(b) Use part (a) to show that t2α/2 = Fα(1, ν).

Solution.

(a). By Eq. (30), assume t is in the form of

t =
Z√
χ2(ν)
ν

,

where Z ∼ N(0, 1) and χ2(ν) has a chi square distribution of ν degrees of freedom. So

Z2 has a chi square distribution of one degree of freedom. Consequently by Definition 2,

t2 has an F distribution with (1, ν) degrees of freedom.

(b). Since

P (t > tα/2) =
α

2
,

we have (note that t-distribution is symmetric)

P (t2 ≤ t2α/2) = 1− α.

On the other hand, by part (a), t2 has an F distribution with (1, ν) degrees of freedom.

Therefore

P (t2 ≤ Fα(1, ν)) = 1− P (t2 ≥ Fα(1, ν)) = 1− α.

Therefore, t2α/2 = Fα(1, ν).

22


